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______________________________________________________________________________  

Note: This White Paper is not a concise report on the research program we 
seek to elaborate in INBIOSA. It has been conceived as a 'living' docu-
ment, progressively developed along the months by discussions among 
scientists with differing formations and states of mind. We have chosen to 
respect their personalities, at the risk of some lack of homogeneity and 
repetitions between different passages. Also, incompleteness, inconsist-
ences and antagonisms could not be completely avoided.  
 
This document is not intended to question the goals or the validity of Sys-
tems Biology or its approaches. However, it is necessary to clearly differ-
entiate what our Integral Biomathics community is attempting to do from 
what systems biologists are already doing.  
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The best of science doesn’t consist of mathematical models and ex-
periments, as textbooks make it seem. Those come later. It springs 

fresh from a more primitive mode of thought when the hunter’s mind 
weaves ideas from old facts and fresh metaphors and the scrambled 
crazy images of things recently seen. To move forward is to concoct 
new patterns of thought, which in turn dictate the design of models 

and experiments.  
 

Edward O.  Wilson,  
The Diversity of Life,  

1992, Harvard University Press,  
ISBN 0-674-21298-3. 
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Summary 
 

The INBIOSA project brings together a group of experts across many dis-
ciplines who believe that science requires a revolutionary transformative 
step in order to address many of the vexing challenges presented by the 
world. It is INBIOSA’s purpose to enable the focused collaboration of an 
interdisciplinary community of original thinkers. 
 
This paper sets out the case for support for this effort. The focus of the 
transformative research program proposal is biology-centric. We admit 
that biology to date has been more fact-oriented and less theoretical than 
physics. However, the key leverageable idea is that careful extension of the 
science of living systems can be more effectively applied to some of our 
most vexing modern problems than the prevailing scheme, derived from 
abstractions in physics. While these have some universal application and 
demonstrate computational advantages, they are not theoretically mandat-
ed for the living. A new set of mathematical abstractions derived from bi-
ology can now be similarly extended. This is made possible by leveraging 
new formal tools to understand abstraction and enable computability. [The 
latter has a much expanded meaning in our context from the one known 
and used in computer science and biology today, that is "by rote algorith-
mic means", since it is not known if a living system is computable in this 
sense (Mossio et al., 2009).]  Two major challenges constitute the effort. 
 
The first challenge is to design an original general system of abstractions 
within the biological domain. The initial issue is descriptive leading to the 
explanatory. There has not yet been a serious formal examination of the 
abstractions of the biological domain. What is used today is an amalgam; 
much is inherited from physics (via the bridging abstractions of chemistry) 
and there are many new abstractions from advances in mathematics (incen-
tivized by the need for more capable computational analyses). Interspersed 
are abstractions, concepts and underlying assumptions “native” to biology 
and distinct from the mechanical language of physics and computation as 
we know them. A pressing agenda should be to single out the most con-
crete and at the same time the most fundamental process-units in biology 
and to recruit them into the descriptive domain. Therefore, the first chal-
lenge is to build a coherent formal system of abstractions and operations 
that is truly native to living systems.  
 
Nothing will be thrown away, but many common methods will be philo-
sophically recast, just as in physics relativity subsumed and reinterpreted 
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Newtonian mechanics. This step is required because we need a compre-
hensible, formal system to apply in many domains. Emphasis should be 
placed on the distinction between multi-perspective analysis and synthesis 
and on what could be the basic terms or tools needed. 
 
The second challenge is relatively simple: the actual application of this set 
of biology-centric ways and means to cross-disciplinary problems. In its 
early stages, this will seem to be a “new science”. 
 
This White Paper sets out the case of continuing support of Information 
and Communication Technology (ICT) for transformative research in biol-
ogy and information processing centered on paradigm changes in the epis-
temological, ontological, mathematical and computational bases of the sci-
ence of living systems. Today, curiously, living systems cannot be said to 
be anything more than dissipative structures organized internally by genet-
ic information. There is not anything substantially different from abiotic 
systems other than the empirical nature of their robustness. We believe that 
there are other new and unique properties and patterns comprehensible at 
this bio-logical level. The report lays out a fundamental set of approaches 
to articulate these properties and patterns, and is composed as follows.  
 
Sections 1 through 4 (preamble, introduction, motivation and major bio-
mathematical problems) are incipient. Section 5 describes the issues af-
fecting Integral Biomathics and Section 6 -- the aspects of the Grand Chal-
lenge we face with this project. Section 7 contemplates the effort to 
formalize a General Theory of Living Systems (GTLS) from what we have 
today. The goal is to have a formal system, equivalent to that which exists 
in the physics community. Here we define how to perceive the role of time 
in biology. Section 8 describes the initial efforts to apply this general theo-
ry of living systems in many domains, with special emphasis on cross-
disciplinary problems and multiple domains spanning both “hard” and 
“soft” sciences. The expected result is a coherent collection of integrated 
mathematical techniques. Section 9 discusses the first two test cases, pro-
ject proposals, of our approach. They are designed to demonstrate the abil-
ity of our approach to address “wicked problems” which span across phys-
ics, chemistry, biology, societies and societal dynamics. The solutions 
require integrated measurable results at multiple levels known as “grand 
challenges” to existing methods. Finally, Section 10 adheres to an appeal 
for action, advocating the necessity for further long-term support of the 
INBIOSA program.  
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The report is concluded with preliminary non-exclusive list of challenging 
research themes to address, as well as required administrative actions. The 
efforts described in the ten sections of this White Paper will proceed con-
currently. Collectively, they describe a program that can be managed and 
measured as it progresses. 
 
Keywords: integral biomathics, theoretical biology, biological mathemat-
ics, theoretical physics, endophysics, semiotics, observer-participation, de-
velopmental biology, neuroscience, natural computing, biocomputing, cat-
egory theory, logic, positivism, scientific revolution, determinism, non-
deterministic chaos, first-person perspective, complementarity, emergence, 
complexity, holism, reductionism, information, information integration, 
communication, change, development, hierarchies, scale and hyperscale, 
self-organization, autopoiesis, internalism, mechanicism, vagueness, class 
identity, individual identity, biological time, mind-body problem, non-
locality, virtualization, distribution, genetic transcoding, neural systems, 
memory, cognition, consciousness, quantum effects in biology, life. 
 
 
1. Preamble 

Fundamental assumption: all natural objects and phenomena have repre-
sentations in the language of mathematics. Biology is a subject concerned 
with the organization of relations.  Life is not primarily characterized by its 
underlying physicochemical structures, but by its entailment relations – by 
what the physiochemical structures do, and to what end.  
 
Organisms are not man-made machines.  Life is not a specialization of en-
gineering; it is an expansive generalization of engineering, subject to regu-
lations of internal origin. To answer biological questions, it is therefore in-
sufficient to follow the reductionist strategy derived entirely from the 
Cartesian metaphor and Newtonian mechanics. Such a ‘watchmaker’ ap-
proach is often limited to breaking down a complex entity into simpler 
pieces, to examine the pieces themselves, and then to attempt to under-
stand the organism from a parts-only perspective. It is necessary to revive 
efforts to advance science beyond such reductionism; its failure is due to 
the inability of a small surrogate representation to exhaust the real world’s 
complexity. The limits of physicochemical and mechanistic dogma are 
specific examples of the restrictiveness of self-imposed methodologies. 
The resulting artificial ‘limitations’ on science and knowledge are due to 
the non-generic nature of the methods and their associated bounded micro-
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cosms. The obstruction of the advance of science beyond such limitations 
is not merely a problem within science; it has left societies floundering in 
the face of what are now called ‘wicked problems’, problems that cannot 
be dealt with by the old forms of science.  
 
Classical computing, framed today in third person descriptions, is often 
based on unambiguous known algorithmic or rote procedures; it is this lack 
of ambiguity that makes it precisely suited to modeling mechanisms.  A 
living system is impredicative and self-referential: this is what makes it 
more than a machine.  We might call it a new variety of machine, perhaps 
a relational machine, as yet, not fully entailed. The introduction of the self, 
the subject in addition to the object, makes the participation of first person 
descriptions inevitable. The precision of conventional classical computing 
makes it unsuitable for modeling impredicativity and its natural entailment 
of ambiguity.  Ambiguity is by no means an infamy: it is a great asset to 
biology in its redundancy, its ubiquitous degeneracy properties and surviv-
ability. INBIOSA will shed light not only on third person descriptions of 
biology, but also on first person descriptions for both organisms and ma-
chines. For computation to be a successful tool in biology, it must go far 
beyond any strict limitation of currently known algorithms. However sev-
eral properties of living systems, including impredicativity can be comput-
ed, for instance by using typed (polymorphic) programming languages 
(Mossio et al., 2009).  
 
While we often speak of “mathematics” and "computation" in this 
INBIOSA White Paper, these terms are not intended in a narrow, classical 
sense1.  
 
 
2. Introduction 

The goal of the INBIOSA support action is to devise a long-term research 
program for naturalistic biocomputation. There are two problematic areas 
in this enterprise: mathematical techniques, and their ability to enable re-
flection on biological processes. Currently available mathematical tech-
niques appear to be insufficient to deal with the complexities of biology, 
and biological processes do not easily lend themselves to traditional math-
ematical analysis.  

                                                
1 In particular, computation belongs to the modern philosophical view of reality in which 
information assumes place of substance, and computation of the dynamics of its transfor-
mation (Collier, 2004). 
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The central target of INBIOSA is to devise ways in which these two ini-
tially independent domains may be resolved and integrated into a common 
framework. There are a number of different regimes within which this in-
tegration may be attempted. A major theme of INBIOSA is to critically 
consider each of these regimes to see where common ground may be 
found. It is not initially obvious how biocomputational integration must, or 
can take place, but the evidence of the natural world is that such integra-
tion is itself natural. While an easy starting place would be to try to extend 
the reductionist position to include biology, this is likely to be unsuccess-
ful or at least incomplete, and we will almost certainly need to step beyond 
the Newtonian paradigm (Ulanowicz, 2009; Simeonov, 2010a/b) in search 
of success. One alternative approach, for example, could be based on a 
general theory of entangled coherent complex systems, both non-living 
and living, from quantum computers (e.g. Monz et. al., 2011) to the human 
brain (e.g. Ehresmann & Vanbremeersch, 2007). Karl Pribram (Pribram, 
2001) has proposed that one kind of quasi-quantal neural processing takes 
place within the ‘axonite mesh’ between neurons. The associated presump-
tion would be that if entangled quanta can ‘calculate’ by methods more 
powerful than Boolean algebras, then entangled nerves can also ‘calculate’ 
at a higher level than individual ones. Multicellular systems (animals, 
hearts, kidneys, brains, etc.) work as unified entities, and exhibit emergent 
effects, which are not immediately obvious from the properties of their 
constituent cells.  
 
Biological systems are integrated through their complementary functions 
and structures, so that they can only be treated properly as causally inte-
grated systems. Our mistake until now in biology has been to treat them as 
if their causal integration matters less than their syntactic integration (as in 
computer programs). To understand and explain how biological systems 
work is the task of Integral Biomathics (Simeonov, 2010a/b) and of the 
INBIOSA project. In the distinction between living and non-living sys-
tems, and the consequent generation of meaning (Rosen, 1991; Cottam et 
al., 2005; Gare, 2008; Louie, 2009), the basic questions we ask about com-
putation from a revised conceptual framework are: 
 
   i) What is computation within the biological context?  
   ii) How useful is computation for living systems, where usefulness is    
   considered from the viewpoint of the entity performing the computation? 
   iii) To what extent can a computation be carried out in an organism or an  
   ecosystem with the available resources? 
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Returning to the quantum mechanical domain, the underlying central ques-
tion, which may indeed deliver breakthrough answers, is: 
 

What can serve as a cohesive factor for making biological beings 
as they are? Can we take quantum entanglement and superposi-
tion models from physics and apply them to biology and, vice ver-
sa, can we use models of integrated biological systems to model 
quantum entanglement and superposition? How can we relate the 
occurrence of a cohesive factor unique to biology to nonlocal sim-
ultaneous correlations available in physics in general and in 
quantum mechanics in particular?  

 
One associated area of investigation, which has up to now received little or 
no attention is the possibility that biology makes use of quantum logic 
without the implication of physical quantum systems (Schroeder, 2009; 
2011). We will come back to this issue in sections 5.8 and 7.4. 
 
It is not entirely beyond the bounds of reason that biological processing 
may rely on large-scale quasi-entanglement. In this case we could postu-
late that individual cells in an organism are entangled to work in a coherent 
way. The key question would be to understand the meaning of this biologi-
cal computation and entanglement of the whole organism. But this and 
other similarly specific questions should be tackled in the context of the 
two initial difficulties we cited – those of mathematical viability for biolo-
gy, and of biological process suitability for mathematics. We will address 
these two aspects in the following sections of this document. We must also 
come to understand how lower level quantum processes affect other bio-
logical processes unfolding on differing scales in the body, flowing up to 
the level of consciousness and behavior in the lived environment over time. 
This will be discussed in section 5.2 Scale and Hyperscale and in section 
5.8 Quantum Effects in Biology.  
 
 
3. Motivation 

In the history of science it is noted that Laplace had a checkered career. He 
seemed to work on physics or astronomy for several years and then drop 
this and switch to studies of pure mathematics for a few years; then sud-
denly, he would switch back to physics or astronomy, and so forth for dec-
ades (Gillispie, 2000). Laplace was such a productive scientist and mathe-
matician because the two fields were completely integrated in his mind. He 
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derived his mathematical problems from his astronomical and physical re-
searches and his astronomical and physical problems from the regions in 
which existing mathematical methods failed. So in practice, what Laplace 
did was to study a physical process, develop a model for the behaviour of 
the system that would, in turn, yield a set of equations describing the mod-
el. More often than not, because Laplace focused on processes that had no 
adequate physical explanation, he would find that it was impossible to 
solve the equations needed to model the system. Being a first-rate mathe-
matician, he would therefore refocus his efforts on deriving from first 
principles the new methods necessary to solve the sets of equations he had 
invented. This effort often took him several years. Once he had satisfacto-
rily set that new area of mathematics to rights, he would go back to his as-
tronomical or physical studies, apply his new mathematical insights to his 
models, and see what kinds of new problems these revealed. This story is 
important in devising a new field of biomathematics: those undertaking the 
work should understand that, historically, both science and mathematics 
have provided each other with fruitful problems and methods. Laplace was 
not a mathematical physicist or a physical mathematician, but both, simul-
taneously. This integrated (or back-and-forth) view of the relation between 
science and mathematics is quite at odds with the dominant (and long-
outmoded) Comteian positivistic philosophy of science that still predomi-
nates among scientists and mathematicians today.  
 
Positivism explicitly posits the notion that science is founded in logic, and 
mathematics drives progress in the rest of science, so that it is possible to 
rank-order the scientific reliability of a field by the degree to which it has 
become mathematized. The increase in “positive knowledge” is always 
from mathematics through physics to the “softer” sciences. There are two 
errors in this positivistic philosophy. One is that even pseudoscience2 can 
be expressed in terms of equations, (making the pseudoscience no more 
‘true’ than it was when expressed only in words). The other error is to mis-
take the purpose of mathematization as being primarily a means of validat-
ing scientific research. To the contrary, mathematics can provide novel 
tools for exploring scientific problems. But that said, existing mathematics 
does not contain all the possible tools that scientists may need. Like La-
place, present-day mathematicians are likely to find fascinating and valua-
ble mathematical problems by learning enough biology to understand 
where existing mathematical tools fail. From this perspective, mathematics 
is useful to any given science only to the extent to which it is appropriate 
                                                
2 Pseudosciences are often promoted by sects as true sciences with the support of mathe-
matical modeling, thus misleading even serious researchers including biologists. 
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to addressing the problems posed by that science. Simply mathematizing 
biology using existing methods does not add anything to our understanding 
of biology unless the mathematics illuminates points that non-
mathematical statements of the same models or theories cannot address. 
Unfortunately, many scientists make their models conform to existing 
mathematical methods rather than doing what Laplace did, which is to de-
vise an appropriate model and then invent the mathematics to describe it. 
Thus, historically, “mathematical biology” has not yielded many deep in-
sights. The history of science suggests a second reason that mathematics 
has not been as useful in the biological sciences as in the physical sciences. 
Scientists tend to ascribe the power of physical sciences to their mathe-
matization, but the real power has come from the ability of astronomers 
and physicists to define their problems accurately and precisely enough for 
mathematical methods to be valuable. The emphasis here is on problem 
finding and defining. Historically, chemists, biochemists, biologists, and 
social scientists have rarely been able to define their problems with the 
precision and accuracy of the physicist or astronomer, making the mathe-
matical investigation of their relatively “fuzzy” problems difficult. Thus, 
one reason for the lack of mathematics in biology is that the lack of well-
defined problems has made the field less amenable to mathematization 
than, say, physics. Recognizing that categories in non-physical systems are 
often ‘fuzzy’ is, in fact, what led Zadeh to invent his theory of ‘fuzzy sets’, 
a major advance for both mathematics and modeling in biological and so-
cial sciences (Zadeh, 1965). The degree to which we can define our bio-
logical problems accurately and precisely enough to intrigue mathemati-
cians will determine whether we make progress in developing 
biomathematics, e.g. in working toward defining new forms of dynamic re-
lational sets. 
 
The third reason that biology has so far failed to benefit from mathemati-
zation to the degree that physics and astronomy have, is that the mathemat-
ics that is used to describe physics and astronomy developed hand-in-hand 
with those sciences but has not developed hand in hand with biological 
problems. Laplace is hardly unique in having had hands in both mathemat-
ics and physics simultaneously – think Descartes, Leibnitz, Lagrange, Fou-
rier, Poincare, etc. Unfortunately, the mathematical methods developed to 
model physical processes do not (in general) illuminate biological prob-
lems. Biology is not chemistry, which is not physics. Simple hierarchical 
reasoning states that we can recognize a new level of organization when 
the principles, properties and models that worked for the previous level of 
organization can be reinterpreted and harnessed by the higher level (Weiss, 
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1971). Chemistry becomes chemistry (and not physics) at the point where 
we can ignore the physical properties of the components carrying out the 
chemistry. We don’t need an understanding of nuclear physics to describe 
the kinetics of a chemical reaction; we don’t need to know the movements 
of every molecule in a gas to measure its temperature or volume; we don’t 
need an understanding of electron shells to explain how DNA encodes ge-
netic information. Similarly, biology becomes biology and not chemistry 
when we can ignore the chemical properties of the components carrying 
out the biology. For example, Mendelian genetics was invented without 
any concept of the structure of a gene, let alone what macromolecular 
structure encoded genetic information. Darwinian evolution by survival of 
the fittest does not rely upon any chemistry at all! This is not to say that 
biological systems are not comprised of chemicals or to deny that they 
obey the laws of physics, but rather to make the point that biological sys-
tems are recognizably biological because they have organizational proper-
ties that allow them to carry out processes that cannot be accounted for 
purely on the basis of the physics and chemistry of their individual com-
ponents. So, what we need is new mathematical notions and a new concept 
of computing, but also a number of new mathematical tools, that permit us 
to model the emergence of new properties resulting in the carrying out of 
novel processes as a result of innovative forms of organization within 
complex systems. Or, put more simply, a mathematics which will be ap-
propriate to biology must be motivated by problems that are biological in 
their origins and nature, just as mathematics appropriate to physics was 
physical in its origin and nature. 
 
Thus, to develop a new field of biomathematics, we would propose that we 
behave as a community as Laplace and his colleagues did, by going back 
and forth between the science and the mathematics, letting each inform the 
other. Biology has much to contribute to mathematics, especially to the 
development of new forms of mathematics appropriate to solving the kinds 
of problems that make biology different from physics or astronomy. And 
biology-inspired mathematics can be expected to return to biology the 
same kinds of gifts that physics-inspired mathematics returned to physics. 
Indeed, not until we abandon the Comteian idea that mathematics should 
drive science, will biology benefit, as it should from mathematics. Revers-
ing the equation, and permitting biology to drive the mathematics (at least 
half of the time!) may yield us new insights as important as those generat-
ed by Laplace and the other physicist-mathematicians who founded their 
fields. Moreover, it may revolutionize mathematics itself, just as the focus 
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on physical problems motivated many of the great mathematicians of the 
past. 
 
But Integral Biomathics is not going to be a purely theoretical discipline. 
Because “simulation” is not only running a discretized differential equa-
tion on a computer, and visualization is not only graphical imaging and an-
imation, it will also explore the creation of new simulation and visualiza-
tion paradigms and techniques for biological phenomena. The reason 
behind this multi-perspective, quantitative-emergent approach is that there 
are certain emergent features of fundamental processes that cannot be easi-
ly described/captured by closed form, differential or any currently known 
mathematical object or expression. A good example can be found in mo-
lecular dynamics (MD). For instance, if we want to computationally assess 
a macroscopic constitutive parameter such the permeability of a cell mem-
brane with respect to a given molecule, then much insight can be gained by 
simulating the dynamics of a large number of molecules of the different 
species involved, whereas trying to find some elegant mathematical equa-
tion that will answer the question may currently fail. The same holds for 
instance in astrophysics where simulation techniques such as smooth parti-
cle hydrodynamics are used to study the formation of complex astronomi-
cal objects such as a galaxy. In both these examples the emergent com-
plexity is assessed via simulation in which the mutual interactions between 
the objects themselves are described by simple laws (e.g. Newton’s law of 
gravitation and those of classical electrodynamics). Cellular automata, e.g. 
(von Neumann, 1966; Wolfram, 1994; Wolfram, 2002; Miller & Fredkin, 
2005) are another example of how a simulation tool can produce emergent 
behaviour by simulating the dynamics of agents that follow simple rules. 
 
Therefore, we consider the development of new kinds of biologically in-
spired simulation and visualization methods as part of the INBIOSA re-
search program from which emergent features can be rigorously analyzed. 
They constitute part of the intermediate steps towards the discovery of new 
abstract mathematical tools enabling virtual experimentation, and enable 
with systems to study complexity and emergence.   
 
 
4. Major Biomathematical Problems 

What kinds of well-defined biological problems exist that seem not to be 
amenable to current mathematical approaches, or have simply been over-
looked by mathematicians who already have the kinds of novel approaches 
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that would open up these biological areas to formal analysis? INBIOSA’s 
collaborators and colleagues have been struggling with six such areas, all 
of which are general enough to have broad implications both in and be-
yond biology and are therefore potentially worth the effort of a mathemati-
cian to explore. All of them, in one way or another, share the common fea-
ture that the systems that need to be described combine some type of 
continuous function with some type of discontinuous function and some 
add the fillips of vector/tensor, relational and geometrical aspects as well. 
The mathematical challenge is how to analyze biological problems that 
currently exist in two or more of these domains thought to be unrelated in 
orthodox mathematics. 
 
The first problem concerns the modeling of a cell as a dynamic process. 
The cell itself is a discrete object yet the flow of materials in, out, and 
through a cell is continuous3. Moreover, if one asks at any given time what 
defines the cell, the details of this description will differ fro those at any 
other time. For example, when a cell replicates, it breaks down its Golgi 
apparatus, its actin fibers, and various other cell organelles, into the mo-
lecular constituents from which they are assembled. These molecular con-
stituents are randomly distributed into the two daughter cells. Both of the 
resulting cells are still cells of the same species as the parent cell, yet nei-
ther has exactly the same number or even exactly the same proportion of 
cellular constituents as the parent cell or as each other. So clearly there is 
“variance” in the absolute numbers and in the proportions of the constitu-
ents of a cell within which the cell can still function as a cell. Moreover, 
the rates at which these constituents turn over, are replenished and excret-
ed also vary from cell to cell and from instant to instant. Now, this vari-
ance4 is clearly open to experimental manipulation. One can dehydrate 
cells and find out how little or how much water they require or can sustain 
and continue to live. One can destroy particular cellular constituents, or 
block particular receptors or transporters, and see how these modifications 
affect the proportions of other cellular constituents in relation to whether, 
and how, the cell continues to function. So we can obtain plenty of quanti-

                                                
3 The flow of material is actually a flow of discrete particles, but the time flow may be con-
sidered continuous. In fact, the discrete/continuous duality does not reflect a fundamental 
modeling necessity, but the consequence of observer’s perspective, (s. section 5.4) and 
modeling choice. 
4 Under steady-state conditions the cell’s total mass must remain constant otherwise it 
would increase or decrease in size (which is the case when a cell is dividing or differentiat-
ing). Barring statistical fluctuations changes over time of some cell products like hormones 
depend on the context (e.g. signaling from other cell types) that explains (at least partly) the 
variances. 
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tative data. But what do these data mean in terms of what the interactive 
variances in constituents can be within a living system? The problem be-
comes even more complicated when we start playing with cellular struc-
tures and macromolecules. While there are so many molecules of water or 
glucose or ATP in a cell that it might be acceptable to model cellular de-
hydration as a continuous function, one cannot vary the numbers of actin 
fibrils, Golgi apparatus, mitochondria, chloroplast, ribosomes, nucleoli, 
centrosomes, chromosomes, etc. as continuous functions. These are dis-
crete variables, with variances that are measured in discrete units.  
 
The mathematical problem therefore becomes one of finding means to uti-
lize all of this information, both continuous and discrete, in an integrated 
model that lets us understand what the limits of variance, and the limits of 
life, are for a functioning cell5.  
 
Secondly, posing the question of what constitutes a cell in this way has 
provoked interest in set theory as a possible basis of a new biological 
mathematics. But the current state of set theory seems inadequate in two 
fundamental ways. First, cells are autopoietic – they form themselves. In-
deed, evolutionary theory asserts that cells evolved from primordial aggre-
gates of self-organizing compounds built from even simpler interactive 
modules, back to the primordial soup. Sets, at least as they exist in mathe-
matical forms, are not autopoietic. Existing set theories use axioms which 
limit the way sets are defined, for instance by limiting the expressions de-
scribing their elements to avoid self-reference, which in turn is a critical 
property of living systems. Development of a set theory suitable for such 
systems could be attempted, for example allowing sets to be defined by 
dynamic rules, including self-referential ones, so as not to produce para-
doxes, but to permit autopoiesis6 (Maturana & Varela, 1980). This is, in a 
sense, what complexity theory is about (e.g., Kauffmann, 1993), but com-
plexity theory does not incorporate most of the useful features of set theo-

                                                
5 In this First Problem there are actually three sub-problems, where the first one is some-
what unrelated to the other two: i) combining discrete with continuous quantities, ii) ex-
plaining their variances and their interrelatedness, iii) discovering the cells’ functioning 
(and non-functioning) parameter ranges. Regarding the third sub-problem, dynamic sys-
tems theory, sensitivity analysis and bifurcation theory seem to provide some tools to tackle 
it.   
6 The mathematics necessary to cover/explain autopoiesis may not necessarily require “au-
topoietic” sets but self-referenced objects. An alternative approach could be to define an 
object by the transitions rules (predicates) that hold over pairs of objects. This allows under 
certain circumstances a (static) mathematical description of an object that would self-
replicate in simulation space. However, we wish to go beyond these limits.  
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ry. Could a mathematics that described autopoietic sets through complexi-
ty-like theory exist? Might it shed light on the evolution of the “sets” we 
call “cellular life” by permitting us to describe continuous functions that 
produce rules that then limit the entry and exit of possible components of 
the set, and that can undergo transformations (metabolism) within the set? 
After all, this is what cells do. So why not develop a mathematics that de-
scribes what nature can already do? Another way in which modern set the-
ory cannot be trivially applied to tackle biological problems is because bio-
logical sets have the variance property described above. Any given cell 
must have chromosomes, but their number can vary (as they do in cancers 
and parthenogenotes) and still be viable; they can have many or few ribo-
somes and mitochondria and still live; they can accumulate certain 
amounts of toxins or lose a certain amount of key ions and still function; 
etc. So in addition to inventing autopoietic sets, is it possible to invent sets 
that are not defined by specific numbers of constituents, but by variances 
within which all of these constituents must exist. A bacterial cell that be-
comes dehydrated may die, or it may sporulate. How can some form of set 
theory be devised that models the process of switching between stable 
states when certain variances are exceeded? What, in general, does such a 
state-sensitive, mathematical set look like? How does it behave? What 
properties does it have that sets, as currently defined in mathematics, do 
not? How might these new set properties inform living systems and per-
haps even our understanding of social processes, supply chains, and other 
useful functions? Since the origin of the first protocells/autocells is imagi-
nable, this approach appears reasonable. But since we have no idea about 
the origin of the genetic apparatus where does that get us? 
 
So one thing that is needed in our new biomathematics is a way to model 
self-emergent sets (origins of first cells; self-assembly of viruses, etc.) But 
these self-emergent sets would seem to need the ability to carry out func-
tions (selecting/rejecting among possible components; minimizing what a 
physicist thinks of as free energy; etc.). One possible focus of a new bio-
mathematics would be to invent an appropriate theory of self-emergent 
sets that can carry out functions within variances. Such a theory would 
preferably incorporate the work that has been done on understanding hier-
archical systems’ emergent properties, complexity theory and so forth. 
Such a mathematics would therefore be extraordinarily integrative, a point 
to which we will return.  
 
Thirdly, a biological problem related to set-like properties is that organiza-
tion strictly limits variance through the formation of modules in a manner 
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that requires diligent ways of using probability theory. Imagine a clueless, 
blind “watchmaker” of the sort that Richard Dawkins likes to put in charge 
of evolutionary processes. But let this watchmaker carry out a process first 
investigated by Herb Simon in one of his little known and under-
appreciated essays on evolutionary processes (Simon, 1981).  
 
Combining Dawkins’s and Simon’s watchmakers produces the following 
scenario that exemplifies one of the critical problems that needs to be ad-
dressed in the origins and evolution of life. Imagine two watchmakers, the 
first of whom must randomly assemble 25 parts in order to put together a 
“watch”. This completely ignorant watchmaker must explore every possi-
ble combination of the 25 parts he has in front of him, which is to say 25! 
or about 1.55 x 1025 possibilities! If it took a single minute for each of the-
se possibilities to be explored, our watchmaker would not succeed in mak-
ing even a single watch within the lifetime of the universe! Moreover, be-
cause he’s just a random assembler and cannot learn from experience, he 
has to explore all these possibilities each and every time he tries to build a 
watch! Clearly, such an entity working by such a process would, for all in-
tents and purposes, never succeed, making de novo evolution of life virtu-
ally impossible. 
 
But what Simon first recognized, and Root-Bernstein has developed (Root-
Bernstein and Dillon 1997; Hunding et al., 2006), is that an equally clue-
less, blind and random watchmaker who uses stable modules built on the 
principle of molecular complementarity would succeed, and astoundingly 
quickly! Simon’s model assumed that the watchmakers knew how to make 
a watch (a clearly un-biological assumption), from which he derived the 
following equation: the time required for the evolution of a complex form 
from simple elements depends critically on the number and distribution of 
potential intermediate stable forms. In particular, if there exists a hierarchy 
of potentially stable ‘sub-assemblies’, with about the same span, s, (i.e., 
the number of parts or components required to form each stable subunit) at 
each level of the hierarchy, then the probability that a subassembly process 
will be completed within any given time, T, can be expected to be about 
1/(1 – p)s, where p is the probability that the assembly process will be in-
terrupted during time T.  Clearly the less stable each step is in the assem-
bly (i.e., the greater p is) and the larger the number of components that 
must be assembled to achieve a complete assembly (s), the less probable 
any particular assemblage is to evolve. Conversely, the more stable each 
step in assembly is (i.e., the smaller p gets) and the smaller the number of 
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components required to produce a completed assembly (s), the greater the 
probability an assemblage is to evolve, (Simon, 1981, p. 203).  
 
The implication of Simon’s model is that we should therefore expect evo-
lution to be characterized by the selection of semi-stable modules arranged 
in a hierarchical fashion that minimizes wasted time, effort and resources. 
This is precisely what we do see. But Simon’s model is not an accurate 
portrayal of the biological problem.  
 
The problem with Simon’s model is that evolutionary watchmakers do not 
know how to make a watch and must search randomly for stable modules. 
Fortunately, molecular complementarity between compounds naturally 
forms such stable modules, so these come into existence in just the kind of 
random fashion that needs to be assumed. So once again assume our 
modular watchmaker needs to make a watch from 25 pieces, but also as-
sume that she makes her watches in five stable sets of five ordered parts. 
Stable five-element modules could be built by exploring only 5! possibili-
ties or just 120 combinations. Then our modular watchmaker would need 
to explore randomly the 5! possible combinations of these five modules, or 
another 120 possibilities. Altogether, the modular watchmaker explores 
only 720 = 6! possible combinations, which, if they could be explored at 
one possibility per minute, would yield a watch every two hours. Quite a 
difference from 1.55 x 1025 minutes to explore the original 25! combina-
tions! The impossible becomes highly likely7 (Root-Bernstein, 2012)!  
 
Now, obviously the advantage of modularity is not as great as just stated 
for a real, molecularly complementary system. Firstly, stable modules 
might not result from any given set of five components so that our modular 
watchmaker may have to explore more sets than we have assumed. Sec-
ondly, the specificity of module building is not perfect and some non-
functional modules will also likely be stable, confusing final assembly. We 
can also assume that the proper modules will out-compete the improper 
ones in producing complete watches, but this may not be the case if im-
proper modules, inefficient at assembly as they may be, so out-number the 
proper ones as to swamp them. Finally, there is no biological reason to as-
sume that stable modules have five components – the number could vary 
from two or three to two or three dozen per module. And this is exactly the 
point at which current probability theory is improperly applied. How do 
                                                
7 However, it is necessary to pay attention to the principle of minimum of three levels of 
modules in hierarchy theory (Salthe, 1985): more is fine, but fewer – logically unworkable. 
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we model the kind of system we have just proposed in which modular sets 
are formed in a reversible manner, may contain variable numbers of com-
ponents, and compete with each other in a probabilistic scenario? Again, 
such a kind of mathematics must exist, since Nature already performs the-
se functions, but what does that mathematics look like? Perhaps it is not a 
matter of the non-existence of certain types of mathematics, but rather that 
the appropriate type of mathematics has not been applied to these ques-
tions. We do not know. What matters is that these questions are still look-
ing for mathematical answers. 
 
The importance of being able to address this modularity-probability prob-
lem is illustrated by the fact that the formation of complementary module 
building within complex systems can prune out huge numbers of possibili-
ties at each step of hierarchical assembly. In general, the greater the num-
ber of pieces, and the more modular steps involved in the process, the 
more efficient the process becomes. Given the mathematics of these prob-
abilities, there must be some optimal number of pieces per module, and an 
optimal number of modules per functional unit and an optimal stability that 
must be attained. All of these variables must be optimized so as to maxim-
ize the rate at which functional modules are generated while minimizing 
the number of possibilities that must be explored. Our assumption is that 
nature has already solved this problem. Analyzing naturally occurring 
modular hierarchies for rules of optimization might therefore have vast 
implications not only for understanding the evolution of life, but also, as 
Simon (1981) notes in his original essay, for the most efficient design of 
chemical, technological, and even human systems of organization. 
 
We have already alluded above to various biological problems that require 
working at the interface between continuous and discontinuous functions. 
One might posit that most of biology consists of sets of problems that exist 
at this continuous-discontinuous interface. For example, chemical neuro-
transmitters (working continuously) release a single electrical discharge 
(occurring discontinuously); individual organisms can potentially interact 
more or less strongly with other individuals by means of chemical messag-
es (continuously variable) that determine whether they develop as many 
individuals or transform themselves into a single super-organism (a bio-
film). How can we mathematically handle interactions that may vary con-
tinuously but act on a small set of definable individuals? These are not 
amenable to modeling solely using mathematics that assumes continuous 
functions. We are particularly interested in these continuous-grainy prob-
lems from the perspective of complementarity. Any given species of mole-
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cule may interact more or less with any other type of molecule, so that in a 
very diverse mixture of molecules, a large number of weak interactions 
may overwhelm a small number of strong ones. The same can be true 
among sets of cells or in species or social interactions that involve what 
Csermely has called ‘weak links’ (Csermely, 2006) and Root-Bernstein 
calls ‘complementarity’ (Root-Bernstein and Dillon, 1997; Root-Bernstein, 
2011). There appears to be no orthodox way to model such systems math-
ematically, yet such systems occur at every level of biological complexity. 
Again, since biological systems are able to integrate units with continuous 
functions, surely there is a mathematics that is appropriate for modeling 
how biological systems do so. 
 
A fourth set of problems relates to the key properties differentiating a liv-
ing system from a non-living one. Living systems involve directional pro-
cesses8. Their physical environment, however, is characterized by non-
directional properties. In other words, we have two different models at the 
same level one for living and one for non-living matter. One doesn't need 
vectors to describe chemical reactions in a test tube, but one does need 
vectors to describe biochemical networks. Hence, a characteristic feature 
of biological systems is that some of their properties involve transfor-
mations from scalar to vector quantities. Some very interesting and im-
portant problems lie at the interfaces between the physical world and the 
biological one; they require mathematical means to describe how vector 
processes interface with scalar ones. For instance, how does random diffu-
sion get converted into directional ion transport? We need a single inte-
grated model, but not different ones for each domain.  
 
We know from elementary algebra that multiplying a scalar by a scalar 
gives a scalar; and multiplying a scalar by a vector gives a vector; and 
multiplying a vector by a vector gives a scalar (V.V) or vector (VxV); but 
how does one get from purely scalar quantities to a vector one? Is this an-
other kind of tensor transformation? How do racemic mixtures of chemi-
cals give rise to chiral handedness in living systems? How does a chemical 
neurotransmitter signal (scalar diffusion) become a directional electrical 
signal? How does one evolve from random diffusion (scalar) to facilitated 

                                                
8 For clarity, in what follows in this paragraph and in the next ones, we will often name by 
"vector" the directional properties and by "scalar" the non-directional ones, discarding that 
we are outside the required mathematical context in which these terms are usually defined. 
Thus, the use of these terms and several other ones should be understood from our context 
rather than from the algebraic one. Furthermore, it should be obvious when the terms refer 
indeed to the mathematical context. 
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transport systems (vector)? How does one evolve from all possible reac-
tions occurring (primordial soup, laboratory bench) to reaction pathways 
(vector/tensor)? In all these cases (and many more) scalar processes result 
in vector ones, yet mathematics generally treats either scalar quantities or 
vector and tensor quantities, but not the transformation of scalar to vector 
and vice versa. In differential geometry, scalars, vectors, tensors and ma-
trices are considered as examples of multilinear maps, and so are graphs in 
the usual definition with only one arrow between 2 vertices, which is easi-
ly translated into a tensor or a matrix. Could a new operator be adapted for 
living systems? Or we need a new mathematical formalism for this pur-
pose? Or should we still approach problems in differentiated way? Perhaps 
we may well need to apply different types of mathematics than are current-
ly applied. Recall that the tensor concept emerged out of the necessity to 
have vector transformations. The issue with matrices and determinants 
used to solve systems of (polynomial and differential) equations is similar: 
they all emerged out of the necessity to solve particular problems. Mathe-
maticians like Newton, Leibniz, Gauss and others were clever enough to 
discover the repeating pattern and simplify the solution. Now, we have an-
other set of biological problems, e.g. in the domain of genetic regulatory 
networks, where one can trace a complex map of enactions and transitions 
between certain protein chains (objects) – well modeled by directed (hy-
per)graphs – but then at a certain point in time these objects suddenly turn 
into processes or entire networks of them (autopoiesis!?) revealing some 
hidden variable operational semantics (Bohm) that completely inverts the 
picture, so one has a “jump” or gap in the overall description. How to ex-
plain that? The object becomes a process, and then again the reverse situa-
tion at some point later. What we may need is a mathematics in which one 
assumes that every scalar quantity is actually a pair of opposite vectors (or 
tensors) that normally sum to the null vector (or tensor). For example, in 
all vector/tensor systems in biology of which we are aware, an inflow of 
one kind of molecule is always balanced by an outflow of another; selec-
tion for right-handed sugars occurs only where there is concomitant selec-
tion for left-handed amino acids. So is it possible that in fact the overall 
balance of vectors/tensors in a biological system is always conserved and 
that the local manifestation of one half of a vector/tensor pair (e.g., inflow) 
is always balanced by the expression of the opposite vector/tensor pair 
(outflow) in the opposing process? Is there a mathematics that can help us 
investigate the rules that might govern such processes by integrating vec-
tor/tensor reasoning into the kinds of set thinking postulated above so we 
can understand how molecules move directionally through cells as a result 
of metabolic processes, etc.? 
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The fifth type of problem involves the linkage of form and function. Biolo-
gists who deal with almost any level of biological organization have rec-
ognized that natural selection attempts to optimize forms to carry out par-
ticular functions, but since novel functions evolve from existing forms, 
these attempts may be seriously limited. The mathematical challenges in-
volved in attempting to model these form-function interactions are far 
from trivial. Knot Theory (Manturov, 2004) allows study of the form of 
proteins, in particular protein folding (Kauffman and Magarshak, 1993; 
Taylor, 2000; Martz, 2000), but we do not have good geometrical tools 
that can easily model complex processes in embryological development.  
Fractals and other forms of mathematics that generate lovely images that 
look like the final products of some of these processes (e.g., the branching 
structure of the bronchioles in the lungs) but share nothing of the actual bi-
ological processes that give rise to these structures. But the very fact that 
the final outcomes of these images look similar suggests that they do share 
something in the functional and structural organization, even if we do not 
understand what it is. Our mathematical geometries generally do not illu-
minate the processes that give rise to biological geometries, but only their 
outward forms. More importantly, the interesting thing about biological 
forms is not their geometries per se, but the ways in which these forms are 
reifications of the biochemical processes they carry out or make possible. 
For example, it has become evident that the folding of chromosomes is a 
prerequisite to bringing together genes that would otherwise be spatially 
separated; and that spatial proximity permits the rapid diffusion, and con-
trol of interactive gene products that would otherwise be unable to interact 
in a reasonable biological time frame across an unfolded genome (Junier et 
al., 2011).  
 
But what kind of mathematics would make it possible to model simultane-
ously the effects of geometry (spatial structure) on continuous functions 
such as diffusion, that in turn regulate on-off gene regulatory switches that 
act discontinuously or digitally? Similarly, in developmental biology, we 
now have excellent data concerning the sets of genes that must be turned 
on and when they must be activated or inactivated in order to produce 
proper embryological development (e.g., Carroll, 2005), yet the discrete 
information generated from combinations of individual genes is expressed 
as a continuous flow of proteins and hormones that produce gradients 
which must be reified as organized groupings of cells that have a specific 
form. So once again, embryology is stymied by the lack of mathematical 
approaches that can link discrete, continuous and geometrical information.  
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Conventional approaches to these sorts of problems rely on modeling one 
aspect of the problem with one form of mathematics, switching to another 
sort of mathematics to address the next aspect, and to a third one to de-
scribe yet another. All this switching is an indication of how difficult it is 
to apply our mathematical tools for addressing these problems. Biological 
systems function at all of these levels simultaneously, so why cannot our 
mathematics? 
 
We maintain that it is not the biology that is too messy to be modeled in 
these cases, but the application of orthodox mathematics that is inadequate, 
because it is inappropriate for addressing these sorts of biological prob-
lems. This is why we need a new biomathematics! Indeed, we speculate 
that complementarity might be the solution to both the biological and the 
mathematical problems here. What we seem to need are the means to de-
scribe all of the biological problems listed above as manifestations of a 
single problem that can be examined using a single, (new) type of mathe-
matics.  
 
To summarize, our contention is that the reason that biologists have failed 
to develop a viable set of mathematics methods appropriate to solving bi-
ology’s problems is that we have relied too long on mathematics devel-
oped to model physical problems that are intrinsically different. The as-
sumption has been that biology can be reduced to chemistry and eventually 
to physics, and therefore that a physics-derived mathematics should be suf-
ficient. But hierarchy theory suggests that reductionism can never explain 
how novel properties and processes emerge. Biological entities have prop-
erties that are different from chemical and physical ones and that require 
novel mathematics for their description.  
 
Thus, what we need is not more detailed physical models of biological sys-
tems that can handle greater and greater amounts of detailed data from in-
creasingly fine-grained studies of the components of systems, but ways of 
identifying the biological properties that are as unique to such complex 
conglomerations as temperature is to a set of molecules. What we have 
lacked, in short, is a uniquely evolutionary mathematics that deals with the 
emergence of organization from non-random selection among replicating 
variations within complex populations.  
 
The challenge to a novel biological mathematics, or biomathematics, is to 
invent new mathematical tools (or to make effective use of existing ones), 
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which are able to handle such emergent properties and organizations. This 
will allow the development of a biologically relevant theoretical frame-
work integrating concepts of continuous mathematics with discrete math-
ematics, algebraic formalisms, abstract calculi, logics and topologi-
cal/geometrical principles in a novel biologically relevant framework we 
call Integral Biomathics. 
 
The sixth and final type of problem deals with multi-scale integration of 
mathematical models and the study of emergence. It is concerned with the 
development of a set of theories that cut across multiple spatio-temporal 
scales of organization. In fact, such a kind of mathematics, which is capa-
ble of unifying the different domains of mathematics, already exists: Cate-
gory Theory (cf. Section 7.6.1). It allows an approach to the five types of 
problems mentioned above. We believe, as Charles Ehresmann noted in 
1966, that mathematics "is the key for the understanding of the whole Uni-
verse, unifying all human thinking" and that "the theory of categories 
seems to be the most unifying trend today" (Ehresmann, 1966). In the past 
50 years new branches of Category Theory (CT) have been further devel-
oped: monoidal categories which generalize tensor calculus and are used 
for instance in Categorical QM Semantics (Abramsky, 1996; Abramsky 
and Coecke, 2007) and Quantum Picturalism (Coecke, 2009); higher cate-
gories and sketches which Charles and Andree Ehresmann introduced and 
were later modified and developed by others (incl. their research students) 
leading to completely new sub-domains of category theory with applica-
tions in computer science and in the foundations of physics. Some of the 
above problems are raised in the Memory Evolutive Systems (MES; cf. 
Section 7.6), (Ehresmann & Vanbremeersch, 2007), which are based on a 
dynamic theory of categories incorporating time. Indeed a MES is "not" a 
category, but an "Evolutive System", i.e. a family of categories indexed by 
time, with transition partial functors between them modelling the changes 
over time, each category representing only a snapshot of the configuration 
of the system at a given time. The transition functors allow consideration 
of the dynamic aspects. Thus, Evolutive Systems can be called "changing 
category” with time. What makes MES adapted for modelling living enti-
ties is not just that they are ES (it could also be the case for "mecha-
nisms"), but their multi-agent multi-temporal self-organization, with the 
interplay among their agents (called Co-Regulators, CR) and its capacity 
of learning based on the formation of a flexible though robust and plastic 
memory9. However for MES to become a good formal methodology it 
                                                
9 The above mentioned transformation from scalar to vector could correspond to the 'jump' 
from process to object, and vice versa, done in MES to construct the landscape of a CR, and 
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needs to evolve like a living system itself, otherwise it would be a dead 
end. Further, it is already a living system itself, thus able to be enhanced 
and adapted to reflect the nature of the most recent findings in biology in 
order to prepare for the discovery of new ones. This will be also the case in 
future, for we are challenged to build Integral Biomathics on solid founda-
tions. So, even in the best cases, MES will not remain the same in the fu-
ture. We may also experience some surprises on the way. Thus, the sixth 
and last type of problem outlines some ideas, which give the INBIOSA in-
centive a push toward a real (and probably completely different) theory of 
living systems, cf. section 7. We are aware that the above arguments are 
perhaps not sufficient to firmly underpin our position prior to discussing 
the above six major problems within this short 12 months project.  Usual-
ly, scientific discussions of that kind take years. We will need time to sys-
tematically analyse all proven theories, postulates, facts and assumptions 
underlying this rough outline of a research program in order to "clearly 
state" (as some of our discussants requested) the INBIOSA “roadmap”. Or 
the roadmap may need radically redrawn, because of new insights encoun-
tered along the way.  

The reader may also criticize the many overlapping issues in this section, 
since usually major problems of ambitious programs are defined as disjoint 
(although related, as e.g. in (Hilbert, 1902)) entities. But this is really en-
tered “terra incognita” and only recently started. Thus, elaborating the de-
tails of the above six problems will be continued in a future follow-up pro-
ject. 

                                                                                                            
later realize the selected procedure. Indeed, the landscape of a CR at a given time t is a cat-
egory which has for objects the links f of the system which transmit information to the CR 
around t: thus the passage from the system to the landscape of a CR transforms information 
processes f into objects. And conversely, the procedure that the CR selects is an object Pr 
(in the memory), which is realized through its commands to effectors, thus transformation 
of an object Pr into processes. Let us note that categories consider both objects and pro-
cesses (as links between the objects), and, through the colimit operation, transforms pat-
terns (= sub-networks) into higher objects. The situation is still more complex in 2-
categories, where the same element can be seen either as an object or a process. A 2-
category K is a category in which the sets Hom(A, B) of links from A to B are equipped 
with a composition law transforming them into categories (with some coherence axioms). 
Thus an object g in the category Hom(A, B) is at the same time a link from A to B in K, 
hence can be seen as a process between them. Thus, depending on how it is looked at, g 
'jumps' from being considered as an object to a process and vice versa. However, there 
might be other explanations for such phenomena, e.g. the WLI’s shuttle/netbot duality prin-
ciple (Simeonov, 2002), which is closely related and complementary to MES. 
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In conclusion, we feel compelled to think that Integral Biomathics may 
revolutionize mathematics itself by proposing mathematical models based 
on a recently developed domain of mathematics (Category Theory) that in-
tegrates (through fundamentally simple insights) disparate areas of both 
mathematics and the sciences. Since we have to think about biological sys-
tems in all of these ways in order to model them, and since biological pro-
cesses are intrinsically carried out in these integrated ways by Nature it-
self, it seems logical that real and useful connections must exist within the 
mathematical formulations of these natural processes as well. Indeed, as 
we have indicated, we believe that biology is just one of many such sets of 
emergent properties resulting from spontaneous organization within com-
plex systems. As a consequence, the principles that are derived from our 
studies of biomathematics should apply to an understanding of how novel 
properties can emerge in complex systems of any kind, whether ecological, 
social, behavioural, technological or economic. Thus, just as the Scientific 
Revolution provided us with physics-based mathematics that made possi-
ble the investigation of whole new realms of science, so can we expect the 
development of a biology-based mathematics, Integral Biomathics (Sim-
eonov, 2010a/b; Simeonov et al., 2011), to have equally far-reaching and 
revolutionary effects. 
 
5. Issues Affecting Integral Biomathics  

There are a large number of specific issues or difficulties, which impact di-
rectly or indirectly on the development of Integral Biomathics. The follow-
ing list is not exhaustive, but provides an important starting point in con-
structing the boundary conditions within which a mathematical description 
can be formulated. 
 

5.1 Complementarity  

Possibly the primary defining character of biological systems is comple-
mentarity. This, in itself, is sufficient to emphasize that biology must be 
treated differently from physics or chemistry, where although complemen-
tarity can and does exist, it is less critical. Mathematically, complementari-
ty will provide the biggest challenge in the conception of Integral Bio-
mathics. One sort of complementarity is methodological, enabling 
relational data to emerge through dialogical processes that juxtapose dif-
ferent mathematical approaches (both static and dynamic), as embodied 
within new simulation and visualization methodologies. The complexity of 
biological functionality necessitates the employment of a multi-perspective 
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set of mathematical approaches. Such approaches can be realized by ar-
ticulating a set of relations and interactions between the differing branches 
of mathematics that come into play, as well as by developing new forms of 
mathematics driven by the biology at hand. Another kind of complementa-
rity is that of investigated objects and processes. It is comparatively rare in 
biological settings to find a process or phenomenon, which is independent 
from all others and the forms in which complementarity appears are many 
and varied. When we observe the ways that molecules and systems interact 
to create complexes, whose emergent properties are unpredictable from 
their individual components, then complementarity resembles Escher till-
ings, in which each line defines two forms, and the overall design is differ-
ent from the sum of the parts. Another way complementarity can appear is 
more like the way physicists use the term, where something can be de-
scribed both as a wave and a particle. It is important to remember that 
Niels Bohr’s position was that ideas of complementarity should not be re-
stricted to particle-wave duality. Complementarity reminds us that we 
must cohesively integrate actor-centered first person descriptions and im-
partial third person descriptions in any overview of biology. 
 
Any successful formulation of Integral Biomathics must take account of 
apparent dichotomies like that at the intersection of reductionism and ho-
lism. Ideally, such a formulation would be capable of re-casting this, and 
other dichotomies, as complementarities, thus avoiding inherent or unin-
tended paradoxes. An important aspect of this relates to individuals, 
groups and evolution. Is there a way to look at natural selection from both 
individual and group selection perspectives that yields a new complemen-
tary model more powerful than either of them alone10 (Fodor and Piattelli-
Palmarini, 2010)? And could this lead, as it did in quantum theory, to fas-
cinating new conundrums – such as a ‘Heisenberg's uncertainty principle 
for biology’ – in which, for example, it would only be possible to explain 
microevolution based on individual selection and macroevolution based on 
group selection, and that a population consisting of both individuals and 
groups would be amenable to both types of analysis, but could not be 
completely described by either? 
                                                
10 For instance, the Multiplicity Principle, MP (Ehresmann & Vanbremeersch, 2007) repre-
sents such a kind of complementarity: the same function can be realized by non-isomorphic 
complexes with the possibility of 'switches' between them. It is at the basis of the emer-
gence of complex interactions between complexes A and B not reducible to interactions be-
tween the components of A and B. And the existence of complex links is the characteristics 
for the emergence of non-reducible objects of complexity order >1, i.e. complexes that have 
emergent properties unpredictable from their individual components but dependent on the 
global structure of lower levels. 
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5.2 Scale and Hyperscale  

 
Confusion abounds as to the character of system scale. Most usually this 
concept is uniquely associated with its counterpart of size, but this often 
results in a complete misunderstanding of the role of scale and of its impli-
cations for system operation and function. Unfortunately, in the infor-
mation sciences, the idea of scalability refers to a capacity to change the 
size of a system or network without running into unforeseen or undesirable 
situations – without any scalar effects appearing.  
 
Unfortunately, once more, the isolated Boolean nature of purely digital 
systems explicitly eliminates any local-to-global effects: in their instantia-
tion as information processors, digital systems never exhibit real scale, no 
matter how big they may become. Much is made of the possibility that a 
global intelligence could develop, or be developed, within the Internet. 
This is, unfortunately yet again, formally excluded for the same reasons, 
although it could be – and possibly currently is – a reality for the extended 
global system of {Internet + users}. Intelligence is a vitally important fea-
ture of any biological system. It constitutes at the very least a capacity to 
operationally relate the lowest organizational level of an organism to a 
higher organizational level, and/or levels, in support of the organism’s sur-
vival. Leaving aside for the moment how a higher scalar level of an organ-
ism may emerge, this transition is always associated with a reduction in the 
available degrees of freedom, and it naturally takes place through a region 
of state space (or, rather, scale space) of great complexity11.  
 
Consequently, it is virtually impossible to model mathematically a single 
(‘local’) scale-change in an organism without also taking account of its 
global properties. Although the operations characterizing an organism at a 
single scalar level, e.g. that of biological cells, may at first sight appear in-
tractable, the real challenge is to somehow model the relations between 
even adjacent scales. The inter-scalar ‘regions’ of an organism are arche-

                                                
11 By ‘complexity’ here we refer to Rosennian complexity of real systems, and not the 
Kolmogorov complexity, which appears in digital information processing. However the 
Kolmogoroff complexity can be generalized to hierarchical systems such as biological sys-
tems to measure the 'real' constructive complexity of a component; and it has been shown 
that the Multiplicity Principle (formalizing the degeneracy properties of living systems) is 
necessary for the existence of such higher complexity (Ehresmann & Vanbremeersch 
2007), which contradicts a "pure" reductionism. 



                                                                                                        31 

______________________________________________________________________________ 

typically complex, and multiply fractal. Accordingly, any approach to their 
understanding requires close attention to complexity theory. If we assume 
that individual scalar levels can be at least approximated by Newtonian 
representations, then the inter-scalar regions are more closely related to 
quantum-mechanical superposition-and-collapse: first a superposition of 
all the ‘possible emergences’ (Yardley, 2010), followed by a collapse to 
the most suitable one. In an information-processing context this birational 
character may be ubiquitous. Pribram has suggested a related model for the 
interaction of neuron groups (Pribram, 2001), where the neural dendrites 
and nucleus may be represented by some kind of (classical) summation of 
information, and where the axonite distribution of the result is transmitted 
to following neurons by a ‘(real) simulation’ of quasi-wave transmission 
and ‘collapse’. Another interesting theory of fractal space-time and scale 
relativity for biology was presented by Nottale and Auffray, (Nottale, 
1993; Auffray & Nottale, 2008; Nottale, & Auffray, 2008). 
  
Living systems develop into multiscalar assemblies whose organizational 
structure has much in common with conventional ideas of both hierarchy 
and heterarchy. However, where the usual concept of hierarchy imposes 
one of two forms – scale hierarchy or specification hierarchy – living sys-
tems appear to develop into a form which can most usefully described as a 
model hierarchy that has been described as “a specification hierarchy con-
structed in terms of scale”12 (Cottam et al., 2003, 2004). Here, each level of 
the (quasi-)hierarchy represents the entire organism at a different scale. 
Whereas scale and specification hierarchies are usually referred to as ab-
stract human constructions, a model hierarchy appears to successfully rep-
resent what a living system itself constructs. Each level of such an assem-
bly is partially enclosed and partially in communication with its 
neighboring scales, and the entire assembly forms a ‘self-correlating’ 
whole of partially autonomous scaled ‘sub-systems’. This type of structure 
not only subsumes the idea of hierarchy, it also subsumes heterarchy 
through the variable nature of its partial inter-scale communication and 
consequent variable scale autonomy. The ‘traditionally’ problematic aspect 
of hierarchy is how to represent the emergence of a structure’s new higher 
scale level by ‘upscaling’ from a lower one. This ‘transitional’ upscaling in 
living systems appears to be a generic form of quantum error correction13, 

                                                
12 a citation of Stanley Salthe who also added here when reviewing this paper: “Some have 
proposed that diachronic processes, like evolution or development can be represented using 
the specification hierarchy, while any stage picked out for examination would have scale 
hierarchy form. 
13 a suggestion originally made by Walter Schempp 
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where local system information is added to a description of the initial level 
to focus targeting on the higher one. Close examination of the properties 
and features of living systems over the last two decades has indicated that 
this type of Newtonian-plus-quantal ‘two-stage process’ characterizes all 
‘transitional’ upscaling processes, whether in biotic or abiotic ‘systems’14. 
This must, then, constitute a central issue in any approach to creating a 
mathematical scheme for biology per se.  
 
However, as it stands this is insufficient, for it offers no advice at all about 
how changes in one level may impact on its lower neighbor. If we take 
Rosen’s sole reference to scale systems as a lead, it is unclear exactly how 
a suitable mathematical scheme may be formulated, because to do so re-
quires us to address how to mathematically differentiate or integrate a 
complementary pair! Nevertheless, more elaborate categorical tools (such 
as sketch theory and its application to the complexification process) can 
provide some answer to this question (Ehresmann & Vanbremeersch, 
2007).  
 
At the very least, any representation of a living entity, for example of a bi-
ological cell, must take account of these aspects of scale. Although many 
informational properties of a cell may be derived from experiments with 
cellular cultures, this in no way addresses the cell’s internal workings, and 
a great deal of expertise and imagination will be required if we are to ‘con-
struct’ a link between these two, even if only conceptually rather than 
mathematically. As seen from outside, an organism will always appear to 
be a set of properties which operate at a number of different scales, and 
although we can attempt to model these in a ‘global’ representation, our 
‘access’ to internal scales will always be partial in nature and dependent on 
the extent to which our informing experiments disrupt the organism’s ‘clo-
sure’ (Cottam et al., 2000). 
 
In our daily lives we view entities in our surroundings in a similar manner 
– as a loose conglomeration of both ‘visible’ and ‘imagined’ multi-scale 
properties and processes. Here again, two decades of research have indi-
cated that this hyper-scale ‘picture’ (Cottam et al., 2006) is not only char-
acteristic of the way we view an entity, but that it is intimately associated 
with the way an entity itself builds up its very nature. Not only are the dif-
ferent scales of an organism only indirectly accessible from an outside 
platform in a ‘vague’ manner, their internal inter-correlation is itself vague 
                                                
14 Technically, all ‘systems’ ‘include’ life, and we must be careful how we refer to abiotic 
‘systems’ within their abiotic/biotic environment.	
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– the result of ‘integrating’ its different scales across a number of internal 
levels. Thus, scale, and this difficulty of inter-scale transit, must occupy a 
prime position in any attempt to model biosystems. The viability of any 
mathematical approach must be judged by its ability to address scale issues 
as they unfold in time. It is far from clear that this will be possible from ei-
ther a purely physics-based approach or a purely biology-based approach. 
Life itself appears ‘automatically’ within Nature, and consequently it 
should appear ‘automatically’ from any realistic model of Nature. Rather 
than beginning from a purely biological ground, it seems that the best route 
would be to first create a modeling framework, which is independent of 
any ‘biotic or abiotic’ distinction – to create a framework, which is not re-
stricted by the constraints of either physics or biology. Such an enterprise, 
therefore, must encompass two quasi-independent features in relation to a 
specific target: first, a foundational framework within which Newtonian 
and quantal viewpoints, and their more local derivatives, can successfully 
coexist; second, a mathematical formulation which addresses features of 
current interest. It is most unlikely that a single general mathematical for-
mulation will be sufficient for all purposes15. Instead, panoply of different 
techniques will need to be interlinked in Integral Biomathics through the 
foundational framework, to provide access to a useful range of system 
properties. In particular, defining operative sets of relational properties, 
drawn from the juxtaposition and future unification of differing mathemat-
ical approaches, applied across multiple scales, will become a focus of ar-
ticulating methodological complementarity. 
 

5.3 Class Identity vs. Individual Identity 

Biology is grounded on the maintenance of molecular organization (class 
identity), at the cost of constant variation in the constituent molecular sub-
units. Low-level biological processes do not follow a rule of ‘one mole-
cule, one effect’, but ‘one continuation of molecular presence, one effect’, 
where individual molecular presence is often very short-term. For instance, 
consider a biological organism such as a human egg cell, containing about 
30,000 genes, which encode protein molecules. Roughly 3,000 genes en-
code specific proteins called transcription factors that regulate RNA tran-
scriptions. These transcription factors uniquely determine when genes will 
be turned on, for their expression, and turned off, while at the same time 
orchestrating an exquisite network of transcription-sequence regulation.  

                                                
15 Rosen has pointed out that ‘real’ complexity could only be accurately addressed through 
an infinite assembly of formal techniques. 
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How is it possible for one transcription-factor molecule for every ten genes 
(on average) to adequately regulate the expression of each one of those ten 
genes in the succeeding developmental process? 
 
A clue to the answer to this question can be found in the observation that 
typical genomes in cells contain extensive non-coding, regulatory regions, 
and that these regions can act as enhancers, silencers, insulators, and pro-
moters of the genes. If the expression of each gene is regulated by a com-
bination of many different transcription factors, the accompanying combi-
natorial control may be competent enough to form a consensus among the 
participating transcription factors as to whether or not the gene in the tar-
get will be expressed, and when. 
 
The flow of time involved in the developmental process can be made ex-
plicit by referring to the input-output relationship between transcription 
factor concentrations and the rate of protein production from downstream 
genes. Although noise latent in the transcription factor molecules in the in-
put is random and rapidly varying, due to the stochastic nature of each bio-
chemical reaction involved, this does not imply that similar randomness 
and rapidity would also apply to the rate of protein production of the out-
put downstream. A relevant experimental model indicates that fluctuations 
in the output level of the protein molecules are much slower than those of 
the input level of transcription factor molecules (Rosenfeld et al., 2005; 
Pedraza and van Oudenaarden, 2005).  This suggests that there must be 
some robust scheme for generating such slower fluctuations, in which the 
underlying organization can serve as a standard to which the passage of 
time in the form of fluctuations can be referred.  
 
The binding interaction between the transcription factors and the DNA 
molecule to be transcribed is rather weak (of the order of 4kJ/mol or less) 
due to the underlying van der Waals forces. Consequently, a transcription 
factor molecule can easily be detached from the DNA by thermal fluctua-
tions at ambient temperature.  If there are sufficient transcription factor 
molecules in the neighborhood, however, the binding site can easily be 
‘replenished’ by another similar molecule. The functional unity of the 
binding site is thus effectively maintained in an uninterrupted manner, 
even though the individual transcription factor molecules are constantly 
exchanged (‘touch-and-go’). This functional unity may help to suppress 
the rapid fluctuations associated with the frequent exchange of input tran-
scription factor molecules.  
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This kind of the ‘touch-and-go acrobatics’ is ubiquitous in biology, making 
class identity far more relevant than the individual identity, which charac-
terizes typical physics or chemistry investigation (though class identity 
plays a role in statistical physics and in thermodynamics). Class identity, 
corresponding to the ideas put forward by Elsasser (Elsasser, 1981) and 
Bateson (Bateson, 1972, 2002), must become a cornerstone of Integral Bi-
omathics.  
 

5.4 First Person Perspective 

Classical science is based entirely on a third-person perspective of Nature. 
This is the basis of its objectivity, as a way of developing representations 
of reality, which are both independent of human observer and reproduci-
ble. This is arguably the central strength of science and of its child tech-
nology, and it depends on the central assumption that the entities or pro-
cesses which it studies are incapable of initiating action, that they are 
unconscious and to that extent inert. 
 
The picture obviously changes when we move to the examination of hu-
man affairs, where we assume that ‘free will’ based on first person per-
spective is extant (or at least there is something which from outside resem-
bles ‘free will’). This is a major problem, which faces practitioners of the 
social sciences, that although reliable data may be obtained for popula-
tions, this is not the case for individuals. Here again, class identity is of 
overriding importance. 
 
The question which now faces us is whether, in developing an Integral 
Biomathics, we should permit the inclusion of first person perspectives or 
not? Historically, the study of biology has taken the same line as physics 
and chemistry, in insisting that third person perspective alone should be 
taken into account. Philosophically, this has corresponded with the view 
that mankind is unique in its ‘free will’, and that consequently the non-
human first person perspective could be ignored. We can permit ourselves 
no similar luxury. Clearly we should include first person perspective at the 
level of complete organisms: but at the level of biochemicals? Integral Bi-
omathics will need a well thought out internal framework to take account 
of differences in the importance of first person perspective right across the 
multiple scales of biology. The example of clock-control by cyanobactri-
um Synechococcus cited below suggests that care must be exercised even 
at low levels of organization. 
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Why do we need a First Person perspective?  
 
Probability theory is a branch of mathematics concerned with assigning a 
numerical value (a probability) to a possible event. There are two main ap-
proaches to this problem, on the one hand, the frequentist view in which 
studies probabilities as frequencies i.e. the ratio of the times the event oc-
curs over a test series, and on the other hand, the Bayesian view, in which 
probability is a measure of the degree of belief that an event will occur 
(Jaynes, 2003). While the first approach is externalist, it measures a “hard 
fact”, frequency, which is “out there in the world”, the Bayesian approach 
to probability is inherently internalist (mental) because the probability of 
an event is always conditioned by the prior knowledge we have in the 
moment we make the prediction. Thus, the Bayesian or mental approach to 
probability is on the basis of both the information we have (degree of be-
lief) and the information we lack (uncertainty), rather than as the outcome 
of a repeated series of experiments. The frequentist view of probability can 
work in those situations in which everyone has the same information, for 
example when we are told that the probability of flipping a coin and have 
head is 50%, it is possible to perform that experiment a number of times 
and arrive to the conclusion that 50% is the limit value, so the more times 
one flips the coin, the closer will be the outcome to the 50%. But for 
statements like “the probability of rain tomorrow is 50%” the frequentist 
approach objectivist point of view is ill suited because it cannot be tested. 
There is only one “tomorrow”, so we cannot make ensembles of tomor-
rows in order to find the limit value of the outcome. This kind of probabil-
ity relies on prior beliefs already present in the forecaster’s mind. To put it 
simply, when the “game” cannot be repeated, the probability of an out-
come reflects the fraction of paths leading to this outcome. Our capacity to 
understand the dynamics and the sensitivity to the initial conditions of 
what is encoded in the internalist approach to probability (Sornette, 2000) 
is limited. To sum up, Bayesian (internalist, subjectivist or classical) prob-
ability is not restricted, as the frequentist or objectivist view is, to situa-
tions in which the repetition of large numbers of equiprobable events is vi-
able. It must be said that while a purely Bayesian approach may pose 
computational problems for large models it may always be used as an in-
sightful guiding principle, that can result in explicit ways to model internal 
knowledge in, for example, neural systems. In this line, the paper of Fioril-
lo in this volume (Fiorillo, 2012) provides a new perspective to infor-
mation processing in neural systems that relies on first-person Bayesian 
approach. In addition, Gomez-Ramirez and Sanz, also in this volume 
(Gomez- Ramirez & Sanz, 2012), formally define “The Internal Model 
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Principle” and postulate it as a guide for investigating how much 
knowledge a biological system has of itself. 

5.5 Biological Time  

The Flow of Time  
There are two quite different versions of the flow of time. One is the flow 
of time exclusively in the present tense, which Newton took as a serious 
matter as demonstrated in his propositions made in the present tense in 
Principia. Another one is the flow of time crossing different tenses, say 
from past to present to future, which has been the main concern of philos-
ophers including Aristotle and McTaggart.  

The idea of the uniformity of the flow of time can be applied to Newtonian 
time because of the ubiquity of the presumed homogenous fluxionum in 
the present tense. Nonetheless, the uniformity has already equipped itself 
with the arrow of time implicitly since the flow has originally been con-
ceived of based on the constant rotation of the Earth that is totally empiri-
cal.   

Yet, at the quantum level micro-time reversals are also at play. Rössler in 
his discussion of Endophysics suggests that “there is a macro dynamics 
(the coarse-grained responses of the dissipative structure called the ‘ob-
server’), and there is an underlying, much faster microdynamics”.  Even 
the most rapid macro change in the observer lasts several orders of magni-
tude longer than a micro time slice does.  The micro time slices therefore 
are necessarily “integrated over” from the macro point of view, (Rössler, 
1998). 

Physical laws remain invariant under the inversion of time. However, it 
would be next to impossible to properly comprehend how the flow of time 
conceived in the present tense alone could be reversed without referring to 
past and future. If both past and future are referred to when the direction of 
the flow is addressed, it will not be the flow of time unique to the present 
tense. Hence, a challenging question is how to conceive of the flow of time 
crossing different tenses. In other words, time itself is already dynamic in 
its capacity of integrating different tenses. Physics has unwittingly dis-
missed the presence of such question.  Thus we also need to address math-
ematical approaches to hyper-scale issues, where the lowest level has dif-
ferent properties to other scales. Alternately the nature of biological 
change over a human lifetime needs to be enfolded. An additional time-



38                                                                                                            

______________________________________________________________________________  

related factor is the Libet’s delay and how it impacts cognition and envi-
ronmental response. 

How should we study time in biology? The nature of biological time is of 
fundamental importance to the formulation of Integral Biomathics. As 
usual, whether for time or any other parameter, to measure differences we 
need an invariant reference. In the scheme of classical mechanics, Newton, 
following Ptolemy, conceived of the invariant “clockwork” of celestial 
bodies as a reliable reference, and posited the flow of time based on re-
peated cycles of the celestial clockwork motion. The flow of time derived 
in this way has been treated as being specific to the physicist instead of to 
the clockwork itself. A serious question now arises: is it only human be-
ings that experience the flow of time in nature? 

 
A Lesson from Cyanobacteria 
 
One empirical response is the circadian oscillation observed in cyanobac-
trium Synechococcus elongatus – the most primitive photosynthetic bacte-
rium (Kageyama et al., 2006). Cyanobacteria can move and read the circa-
dian clocks they carry. The essence of the circadian oscillation is in a 
monomer shuffling of the protein called KaiC hexamer. The experimental 
background of the monomer shuffling is of a predecessor hexamer K-K-K-
K-K-K being alternated by the successor K*-K-K-K-K-K, then by K*-K*-
K-K-K-K . . . and so on, where K is a monomeric KaiC unphosphorylated 
subunit and K* is the similar phosphorylated subunit in the presence of 
ATP as the phosphate source. When the hexamer reaches K*-K*-K*-K*-
K*-K*, it starts dephosphorylation back to K-K-K-K-K-K. What is peculi-
ar here is that although the KaiC hexamer does not undergo the monomer 
shuffling during the phase of dephosphorylation (from K*-K*-K*-K*-K*-
K* to K-K-K-K-K-K), the phosphorylation phase (from K-K-K-K-K-K to 
K*-K*-K*-K*-K*-K*) does require the monomer shuffling in the sense 
that the hexamer recruits the monomers to be phosphorylated from the out-
side and lets the unphosphorylated ones disperse. This has been experi-
mentally confirmed (Kageyama et al., 2006). The KaiC hexamer remains 
as it is, even though the monomeric KaiC subunits are constantly ex-
changed. This means that the KaiC hexamer sets itself to be an invariant 
reference to specify time constantly passing away, in sharp contrast to 
Newtonian time.  
 
Although Newton could not move celestial bodies, the KaiC hexamers in 
cynanobacteria can both read and move its clock.  
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The class identity of the hexamer outlives the individual identity of each 
monomeric subunit within that hexamer, as an invariant reference. Alterna-
tively, if we focus upon the individual identities of the monomeric KaiC 
subunits both entering and leaving, these can be associated with the flow 
of time. The agent responsible for implementing the flow here is cyano-
bacteria themselves, instead of the physicist as in the case of Newtonian 
time. 
 
Integrating Mathematical Symbolism and Physical Internalism 
 
Once the flow of time is naturalized, the material substrate supporting its 
carrier will become a sign, that is, something having the causal capacity of 
relating itself to something else. Rudimentary types of sign have already 
been available in physics, but have so far failed to receive due attention. A 
case in point is found in thermodynamics.  
 
Consider, for example, Boyle-Charles law of the ideal gas in the form of 
the equation PV=RT, in which P is pressure, V is volume, T is temperature 
and R is the gas constant. The equation by itself is under-complete, in that 
if any one of the three variables is fixed, there is ambiguity in specifying 
the values of the remaining two variables. The situation is different, how-
ever, if all three variables in whatever natural settings are fixed in the 
course of time. Although the physicist may say that the three variables are 
determinable as a matter of principle once thermodynamics is grounded 
upon statistical mechanics, the minimal specification of thermodynamics 
as a fundamental ingredient of empirical sciences remains independent of 
statistical mechanics. But even at the minimal specification level, each var-
iable is ‘competent enough to determine its own value’ in relation to the 
two others to fulfill the Boyle-Charles law.  Each thermodynamic variable 
has the capacity of detecting the others internally and specifying its own 
value accordingly. This is equivalent to saying that a thermodynamic vari-
able is a sign on its own – always referring to the activity of something re-
lating itself to something else.  
 
The likelihood of the action of signs in the empirical world now opens up a 
novel vista within which mathematical expertise could be extended to meet 
the challenge of how signs could be symbolized.  
 
Summarizing, we conclude the following: 
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i) biological systems have internal clocks, and processes synchro-
nize with them, and 
 
ii) physical variables affect each other – particularly in a complex 
way within (or among) living things – so we can refer to them as 
signs, for they have a deeper meaning for an individual organism, 
and their understanding demands better interpretation schemes.  

 
Underlying this perception is the appraisal of first person descriptions. The 
presence of an internal clock in each biological system lends it a self-
supporting temporal identity, and a self is unquestionably related to first 
person descriptions, which we cannot then avoid.  Physical variables 
which affect each other, like the three thermodynamic variables of the 
Boyle-Charles law, are not mechanistically controlled from outside, but 
from inside through the agential activity of detecting and fulfilling the law. 
Such an agential capacity can be approached through relation to first-
person experience.  
 
A crucial question here would be how to accommodate signs perceivable 
in first person descriptions with third person descriptions, the latter of 
which are inevitable to any explanatory model. One prerequisite when en-
tering the symbolization of a sign is to specify the sign’s concrete material 
nature. A relevant example here is the synthesis of meta-stable products in 
chemical evolution as attempted in the laboratory. A meta-stable product 
(as the material partial carrier of the preceding reaction) is a material em-
bodiment of past memory, and at the same time it directs the succeeding 
reaction to a limited extent.  Such a meta-stable product is nothing but a 
sign, which relates the preceding reaction to the succeeding one. The ac-
tion of signs is already operative in the successive synthesis of meta-stable 
products, unless it is methodologically eliminated by integrating each indi-
vidual action in the statistical ensemble of the similar individual actions, as 
is often attempted in statistical mechanics.  
 
In this sense, meta-stable products may serve as a mediator between non-
life and life. Meta-stable products themselves are already the material em-
bodiment of history and memory. The relevant question at this point would 
be to evaluate how rich the individual action of a sign could be in its con-
tent.   
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5.6 Memory 

The functioning and survival of living systems necessitates a kind of long 
term "memory", which can be purely innate or may develop over time for 
better adaptation. For instance, bacteria engage in metabolic activity, re-
produce and repair damaged DNA. All these activities are autonomously 
controlled by their genetic 'program', which serves as a memory of the or-
ganism's ancestry. An animal with a rudimentary nervous system, such as 
a fish or a lizard, receives information/stimuli about its environment and 
its internal states (e.g., hunger or pain), and may remember them for later 
recognition; it has some innate behaviours, but is also able to learn new 
skills and behaviours, and to evaluate them. More highly developed ani-
mals (mammals, birds, octopi) are capable of developing a semantics, 
which may modulate their actions according to their circumstances and al-
low for communication. 
 
An organism’s memory plays an essential role in the dynamics of the sys-
tem, by allowing it to recognize objects and events which were met previ-
ously, and to select procedures that were already used, while taking into 
account previous results. Such a memory is not rigid like a computer 
memory, but it is robust (meaning that it maintains its contents in spite of 
disturbances), and plastic enough to adapt to the context. Its 'records' can 
be innate or they can be formed, for example, when triggered by an event 
to remember features of the environment. Other triggers may take the form 
of internal configurations, or situations the system does not recognize, 
along with the procedures it develops to react to a situation in an adaptive 
manner. These ‘memory’ records can be more or less complex, and their 
internal organization may vary to facilitate adaptation to more or less ap-
proximate situations. 
 

5.7 Vagueness 

We create models of the world, which are as fully explicit as possible, but 
the real world that they represent – or our perception of it – is always to 
some extent vague.  Models can capture very well any generic or coarse 
aspects of a phenomenon, but do not capture the details so well. Some of 
these details, however, may be very important, and may even trigger 
emergent behaviour. Observed systems will be vague when they can be af-
fected by small-scale events which occur during experimental observation, 
and which can be obscured by historical contingencies, where these are not 
embodied in the models’ boundary conditions.   
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This means that we must be very aware of the scale of our observations 
with regard to that of an observed system and of how that may be impacted 
by events at other scales. Our observational frame is imposed upon an ob-
served system, and this makes the interaction less than objective; our ob-
servations may deform the observed system, marking it.  How should this 
be taken into account, most specifically in the case of biological systems?  
In addition, the observed system may be in the process of changing at a 
scale which is greater than that of our observational time-frame, in which 
case we may well carefully and accurately measure aspects of the observed 
system that are ultimately of little relevance, even though these measure-
ments provide values for variables in our model.  
 
Biological phenomena in particular will be vague with respect to our mod-
els of them because they are affected by history and because they will usu-
ally be changing at time-scales both smaller and larger than our observa-
tional timeframe. Models are limited generally; they cannot be constructed 
so as to maximize accuracy, precision and generality. In particular, “mod-
els proposed by those who enter biology by way of physics often sacrifice 
realism to generality and precision”, (Levins, 1968). Thus, any aspect of 
the system being modeled that is not in the focus will remain vague in the 
view of that model. This especially applies to complex systems, which are 
subject to many different sorts of modeling. 
 

5.8 Quantum Effects in Biology 

The grounding of any embodiment of a biological system lies within 
Quantum Mechanics (QM) (Ball, 2011). At first sight we might expect that 
quantum effects and biology would occupy completely different worlds. 
We cannot, however, blindly eliminate quantum effects from our investi-
gations of biology without good reason. Here again, the question is primar-
ily one of scale. It would be fatuous to investigate the biochemical basis of 
life without even considering the relevance of QM, but should this also 
apply to descriptions of the ways in which organs or complete organisms 
operate? A first consideration is clearly the size of the entity we are think-
ing about: it would be natural to assume that it is only small things that are 
influenced by QM, even though some evidence of large scale entanglement 
has been published (Ghosh et al., 2003). A second consideration is the na-
ture of the processes we are considering. If inorganic chemical reactions 
can be described without recourse to QM, why would organic chemical re-
actions be any different?  
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But, are interactions involving enzyme catalysation as simple as inorganic 
reactions? The principle of macromolecular self-assembly was first used 
by Michael Conrad to construct a quantum molecular computing model 
(Conrad, 1992). Suspicions of the influences of QM in biology abound, but 
it is difficult to obtain conclusive hard data. Many birds navigate by using 
the Earth’s magnetic field to direct their migrations. It is known that their 
magnetic sensors are affected by the incidence of light on their retinas, and 
the suggestion has been made that the result is an entangled pair of elec-
trons (Ritz et al., 2004) with a coherent lifetime of tens of microseconds 
(Gauger et al., 2011). More prosaically, QM effects in biomaterials are 
now of great significance to the electronics industry, where nature-inspired 
organic semiconductors are of growing importance (Smits et al., 2008; 
Glowacki et al., 2011). Prime examples of the links between quantum co-
herence and entanglement with photosynthesis at the biophysical and bio-
chemical level, providing a base for ‘green’ quantum computing and 
‘green’ photovoltaics, can be found in (Engel et al., 2007; Lee et al., 2007; 
Sension, 2007; Scholes, 2009; Sarovar et al., 2010; Panitchayangkoon et 
al., 2010; Collini et al., 2010).  
 
However, a central question concerns the extent to which mathematical de-
scriptions must themselves be based on QM. The difficulties in finding 
mechanisms responsible for the phenomenal experience of consciousness 
based on classical mechanics, in particular its unity, attracted many re-
searchers to the possibility of quantum mechanical explanation. Several 
authors proposed quantum mechanical explanation of consciousness or 
cognitive functions of the brain in the 1970's (Pribram et al., 1974; 
Hameroff, 1974; Frohlich, 1975). The attempts to apply quantum mechan-
ics have been hampered by the relatively large size of the functional units 
of the brain, so long as this role was given to the neurons. Hameroff's idea 
was to identify as units much smaller microtubules, and this raised hope of 
applicability of quantum descriptions. In cooperation with Penrose, whose 
writing for the general audience greatly contributed to popularization of 
this approach (Penrose, 1994), Hameroff developed a model of conscious-
ness based on such description (Hameroff & Penrose, 1996; Hameroff, 
1998). The main obstacle to becoming acceptable for the majority of those 
interested in consciousness studies, was the difficulty of justifying physi-
cally unrealistic assumption of maintaining quantum coherence for suffi-
ciently long period of time at realistic temperatures. More than a decade 
later, only sporadically has the issue of coherence and the model returned 
to discussion.  
 



44                                                                                                            

______________________________________________________________________________  

However, more recently the relationship with QM has been examined from 
a different perspective. Schroeder (2009) proposed considering a model of 
information integration16 in the brain based on the assumption that the 
mechanism is exhibiting the formal characteristics of coherence expressed 
in the mathematical structures used in QM, but without the assumption that 
the brain or its functional units are quantum mechanical systems. This 
formal characteristic (direct product irreducibility) is a common property 
of the structures describing geometric, as well as many other systems, 
which do not have any relationship with QM. Moreover, in this perspective 
it is not the brain, which exhibits quantum-mechanical properties, but 
quantum mechanical description which reflects the cognitive functions of 
the brain.  
 
There are also other possible ways of developing new perspectives on the 
relationship between QM and biology. In particular, in a categorical model 
such as MES (Ehresmann & Vanbremeersch, 2007; cf. Section 7.6) quan-
tum entanglement can be modeled as a special form of categorical colimit. 
Such colimits impose constraints on the lower logics (up to the molecular 
level), where they play an important role. At the higher levels, entangle-
ment can play a role only through lower order processes; indeed, during 
the interplay of the logics, there is a risk of decoherence because of the va-
riety of higher constraints.  

At these higher levels, what is important for living systems is the existence 
of multiform components, which can operate through two non-connected 
decompositions (this "degeneracy" property is formalized in the Multiplici-
ty Principle). MP allows for the emergence of structures and processes of 
increasing complexity order in MES and provides flexibility and robust-
ness to the system (cf. Section 7.6). Now, MP is itself a consequence of 
QM (Ehresmann & Vanbremeersch, 2002). Indeed QM implies that MP is 
satisfied at the lower particle-atom level, from which higher levels have 
evolved by iterated complexification processes. As complexification pre-
serves MP, it is also satisfied at higher levels, hence in living systems. It 
explains how quantum properties (entanglement, non-localization) allow, 
                                                
16 Information integration has become the central theme of Tononi's concept of conscious-
ness. However, all that he and his collaborators contributed so far were either very general 
statements referring to phenomenal experience of unity of consciousness (Edelman & To-
noni, 2001), or to identifying the integration with statistical synchrony of neural firings in 
terms of entropy, (Laureys & Tononi, 2008). There were some recent efforts in investigat-
ing the theoretical and empirical evidence of information integration (Seth et al., 2011; 
Barett & Seth, 2011), but neither they, nor Tononi, or anyone else, incl. (Sloman & 
Chirsley, 2004) provided any model of integration or any idea of how it can be implement-
ed. 



                                                                                                        45 

______________________________________________________________________________ 

through the MP, for the emergence of higher and higher processes up to 
consciousness 

To conclude, entanglement has its role at the lower levels, but the charac-
teristics of life depend more on the (somewhat 'opposite') degenera-
cy/multiplicity principle, which is itself deduced from QM properties at the 
lower level. However if there is any evidence implying constraints on the 
higher levels that realize entanglement through higher order processes, we 
should take it into account in our model. Our general point of view must be 
an open one, permitting investigation of QM relevance at every level of 
mathematical representation. 
 

5.9 Biotic vs. Abiotic Systems 

If we wish to move beyond the issues raised by Salthe, who noted that 
“Today, curiously, living systems cannot be said to be anything more than 
dissipative structures informed internally by genetic information.  There is 
not really anything substantially different from abiotic systems in them 
other than greater stability due to this internal information.”, we need to 
decide on a level at which to start. If we think in terms of independent liv-
ing entities (ignoring viruses, prions) then what these have in common is 
that they are based on the cell. Thus we become interested in characteris-
ing the living cell. Cells stand at a particular level: they are omnipresent in 
animals and plants (from the single celled amoeba to all plants to all clas-
ses of animals): indeed they are just about all that is omnipresent, and they 
are constituents of multicellular animals.  So our first actual suggestion for 
a biomathics is that it should reflect this. But what does that actually im-
ply?  
 
We can characterize a cell by its boundary, B. This provides a division of 
space: we have in(B) and out(B), and we have B itself. We have mecha-
nisms for crossing this boundary both from in(B) to out(B) and from 
out(B) to in(B). We then need to consider the nature of B, in(B), out(B), 
crossings from in(B) to out(B) and out(B) to in(B) might usefully be: as 
matters stand, it is difficult to imagine anything simpler (as it stands, it’s 
quite like Spencer-Brown’s Laws of Form (1972), which implies that it can 
be used a basis for logic). The system needs much in addition (at least): 
events, time, mechanisms for examining what’s happening inside the cell 
(which might well be based on the same abstraction), mechanisms govern-
ing movement and transfer across the cell membrane, and mechanisms for 
putting cells together. In this area, the work of Cardelli (2005, 2008) pro-
vides one possible way forward, although it is more oriented towards a 



46                                                                                                            

______________________________________________________________________________  

purely computational approach. At a lower level, there are internals that 
can cope with (e.g.) protein/protein interactions in the style of Hong 
(2005a/b), as well as abstractions that can stand in for diffusible chemicals, 
concentration gradients, perhaps gravity, and other physical issues, and at 
higher levels there are multi-cellular organisms. Inside the cell, we have 
protein interactions, as well as influences from enegry chnages (etc.) from 
outside the cell. These are unlikely to be precisely defined or replicatable: 
protein interactions rely on reactive surfaces being brought into close prox-
imity with each other, while they are moving in aqueous solution, and hav-
ing their shapes influenced by local electric fields caused by other proteins 
and external forces.  
 
One can argue that cells perform information processing as well (deciding 
to move, or to engulf a particle, or create a protein), however, it is not nec-
essarily possible to separate out that the cell does in order to survive and 
live, and what it does from an information processing view: we need to be 
careful not to enforce our own narrow interpretations of their activity too 
strongly.  
 
Thus, there is a whole level (or indeed several levels) inside the cell that 
we could conceivably put together to determine the activity of a cell. Yet 
while the cell lives, its behaviour appears to possess a unity that (in some 
sense) belongs to the cell, and not to its numerous constituents. At a higher 
level, the same is true for multicellular organisms: they possess a unity thet 
belongs to the organism, and not the its constituent cells, or their constitu-
ent elements. At death, this ceases to be true. Cells appear to have a more 
purposeful behaviour than, say, a protein. Whatever the cell is doing, its 
behaviour is always subordinate to its main goal: survival. This holds for 
all higher levels of cellular organization up to communities, societies and 
nations. Clarifying/rendering a “crisper” notion of purposeful behaviour is 
part of the early research agenda of INBIOSA. 
 
 
6. The Grand Challenge  

This section addresses three major questions or grand challenge issues in 
the sciences of complexity that underlie biology and the related study of 
living entities. The first issue is the relevance of a more complete under-
standing of biological complexity and the increasing complexity of artifi-
cial (engineered) systems to the progress of science. The second question 
is why a paradigmatically radical shift in methodology is critical to pro-
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gress in biology. The third issue is the potential impact of a revolutionary 
advance in biology on all sciences and technologies involving life-like or 
life-enabled complexity. A discussion of these issues is followed by a rec-
ommendation for a new strategic collaboration framework to support the 
advancement, articulation and development of new theoretical and compu-
tational foundations for biology. 
 

6.1 The Relevance of Complexity to the Problems of Science 

 
We begin by examining the historical trajectory of science and how that 
changed dramatically with the invention of mathematical physics. Next we 
examine the current impasse in the progress of biology and other sciences 
involving life-like complexity or life-enabled complexity. We then con-
clude with the role of mathematics in the development of complexity sci-
ences.  
 
We begin by examining the historical trajectory of science and how that 
changed dramatically with the invention of mathematical physics. Next we 
examine the current impasse in the progress of biology and other sciences 
involving life-like complexity or life-enabled complexity. We then con-
clude with the role of mathematics in the development of complexity sci-
ences.  
 

6.1.1 The Trajectory of Science: the Transformation of Methodologi-
cal Paradigms from Descriptive to Mathematical  

 
The following scheme is a sequential model of science: 
 
 
 
 
 
 
The schematic trajectory of science presented above is a simplification of 
much more complex system. A more complete model of science, as a high-
ly complex system of thought, a noetic system in itself, would illustrate 
how the process is simultaneously cyclic, recursive and unpredictable in 
the sense of generating novel emergent structures (predicting new phe-
nomena) from its own mathematical grammars.  

Observation of new phenomena à speculative concepts/ hypotheses/ 
theories à  new mathematical formalisms à  predictive conjecture à 
empirical demonstration and verification à theoretical foundation for 
practical applications 
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The power of mathematics (mathematical language and its grammars) to 
transform the methodological paradigm of physics was first demonstrated 
by James Clerk Maxwell with his revolutionary use of the differential 
equations that effectively described electromagnetic field phenomena to 
predict the existence of electromagnetic waves and the electromagnetic na-
ture of light, both phenomena then unknown to experimental physics (Ari-
anhod, 2006). The subsequent experimental observation of radio waves 
enabled the modern world of telecommunications and the concept of the 
radiation of light led to the science of quantum physics. The paradigm shift 
in physics from concrete models to mathematical imagination created the 
methodology of modern mathematical physics.  
 
The science of biology awaits a similar transformation.  Biology needs a 
new mathematics allowing for a new form of computing that will permit us 
to model the emergence of new structures carrying out novel processes as 
a result of innovative forms of organization within complex systems. At 
that point, we will be on the verge of a transformation in biology as pro-
found as that in physics. In other words, the transformative paradigm shift 
in biology requires the development of mathematics appropriate to biology 
that is motivated by problems that are biological in their origins and na-
ture, just as the mathematics appropriate to physics was physical in its 
origin and nature (Root-Bernstein, 2012).  
 

6.1.2 The Impasse in Biology and the Need for Convergent Theoretical 
Synthesis  

Much progress has been made in biology. The last fifty years have gener-
ated a huge amount of information on life processes. DNA, the genome 
and systems biology have had huge success in extending our understand-
ing of many of the basic processes in living cells and tissues. But in recent 
years, research seems to have concentrated on more and more detailed mo-
lecular understanding of these processes, without managing to pull these 
together across scales of space and time, without increasing our overall 
understanding of the nature of these processes, or of how they make living 
organisms actually live. Developing a set of theories that cut across these 
levels aims to fill that space. 

The sciences of living systems are stalled at the most basic stages of ob-
servation and speculative ontologies/hypotheses/theories. The energetic 
and optimistic application of the highly successful Newtonian and von 
Neumann paradigms of physics and computation have not really enabled a 
breakthrough in the understanding of living systems as distinct from non-
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living matter. Mechanistic models are still dominating biology and science.  
To make new inroads into biological study we must move to new forms of 
dynamic relational models that enfold multiple mathematical approaches. 

Funded research is producing ever more detailed reductionist descriptions 
of biological systems, but failing to produce the understanding and insight 
that would be necessary for real progress. The central idea behind our pro-
posal is therefore to develop theoretical foundations that can bring together 
the huge range of biological (genetic. molecular, protein-based) knowledge 
by developing theories that cross boundaries.  Mainstream research ap-
pears to be about building up more and more knowledge in the hope that 
one day it might be altogether made sense of. In Physics, there is a strong 
belief in clear underlying principles that drives fundamental research. In 
Biology, such principles seem to be more difficult to find, and are often 
seen as less important, if only because clinical work has different aspira-
tions from pure science. 

6.1.3 The Evolution of Mathematics in the Development of Science 

There are many scientific problems a new mathematics of biology (bio-
mathematics) would have to address. How to model self-emergent sets (or-
igins of first cells; self-assembly of viruses, etc.) How to have such self-
emergent sets carry out functions selecting/rejecting among possible com-
ponents; minimizing what a physicist thinks of as free energy. How to cre-
ate a mathematics that can simultaneously deal with continuous variations 
in chemical kinetics yet yield information about modular probabilities 
within complex systems to prune out huge numbers of possibilities at each 
step of hierarchical assembly. The new mathematics would preferably in-
corporate the work that has been done on understanding hierarchical sys-
tems, emergent properties and complexity theory.   
 
Current approaches to these sorts of problems rely on modeling one aspect 
of the problem with one form of mathematics, switching to another sort of 
mathematics to address the next aspect, and to a third to describe yet an-
other. Such switching is an indication of how inadequate our mathematical 
tools are for addressing these problems. Biological systems function at all 
of these levels simultaneously, and so must our mathematics. A new math-
ematics would therefore be integrative. 
 
In a nutshell, mathematics will be required to expand its descriptive capa-
bility. The traditional mathematical disciplines have been well versed with 
monologic discourses and formalization in an unsurpassed manner, while 
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the real processes operating in biology are dialogic in maneuvering a wide 
variety of resource explorations and exploitations among the participating 
material agencies. A major theme of the upcoming biomathematics we call 
Integral Biomathics, should be how to reach monologic discourses, start-
ing from the dialogic dynamics anchored upon the real material world 
without being entrapped by easy static or statistical artifacts. One break-
through that might be expected is extending the scope of category theory 
as a mediator integrating the primitive nascent categories in the dialogic 
dynamic domain into the full-blown formal categories in the monologic 
descriptive enterprises. 
 

6.2 The Radical Paradigm  

We suggest a new collaborative pathway in this section – convergent theo-
retical synthesis – as a paradigm shift and an alternative to the current 
heavy emphasis on empirical research in order to accelerate progress in 
these sciences. The envisioned research program is not an extension of the 
existing paradigm in which the principles underlying the successful mod-
els, philosophical assumptions and computational approaches of physics 
are assumed to apply as the foundations of biology. It is not that we are 
suggesting that the laws of Physics do not apply to biology! However, we 
propose that there are additional deep laws that apply to biological systems 
as well. The current paradigm has failed in substantial ways to advance life 
sciences. The understanding of living processes has not been amenable to 
orthodox mathematical modeling and logic despite enormous advances in 
computational and experimental tools. Von Neumann computing is practi-
cally unable to address the complexity of interactions involved in even the 
simplest molecular expressions. Therefore, INBIOSA focuses on challeng-
ing the central reductive and simplification assumptions of classical sci-
ence. 
 

6.2.1 A New Trajectory: Towards Theoretical Foundations for Biology  

 
This concept is best expressed as a transposition of the modeling assump-
tions that enabled the emergence of the Newtonian paradigm, which forms 
the base of biological theories today: 
 
 
 
 

Non-living systems (Newton): 
     Apparent complexity of observable phenomena à  
     Modeled effectively by simplistic minimalist formalisms  
Living systems (Darwin): 
     Apparent simplicity of observable behaviour and development à  
     Require modeling of ultra complex interacting structures  
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Nevertheless the physical sciences have lead to the development of new 
observational, analytical and computational tools applicable to modern ex-
perimental biology. This has in turn enabled the collection of a vast highly 
detailed new repository of data at all levels of complex living systems. 
 
 
 
 
 
 
 
These technologies have in turn enabled the evolution of many disciplines 
and sub-disciplines of biology founded upon a wide variety of paradigms, 
hypotheses and theories based upon on specific (narrow) evidential bases. 
There is great need for convergent theoretical syntheses (Kant, 1999) to 
reduce the number of plausible theories and to synthesize across para-
digms. Such tests of convergence have been the pillar of scientific ad-
vance in astronomy, geology and biology (Donald, 2004).  
In biology theoretical integration and synthesis will enable more precise 
conceptual models for the newly observed key processes of complex sys-
tems.  
 
 
 
 
 
 
These new conceptual models in turn will enable new mathematical for-
malisms will be the developed for each process with a possible integrated 
mathematics from which all processes can be derived (Root-Bernstein, 
2012).  Thus, computation can be part of convergent theoretical synthesis. 
 
 
 
 
In particular, there could be a possible paradigm change to development, 
not evolution as the basic orientation of biology. The groundwork was laid 
by A. I. Zotin in the 1960’s in Russia (Zlotin, 1972). It is thought of (if at 
all) as a ‘dismal science’, as it is based in thermodynamics and focuses on 
the processes of senescence (Salthe, 1993) and complexity (Salthe, 2005a). 

Observation of new phenomena à convergent theoretical synthesis à 
new mathematical formalisms à predictive conjecture à  empirical demon-
stration and verification à theoretical foundation for practical applications 
 

Observation of new phenomena à speculative concepts/ hypotheses/ 
theories à new mathematical formalisms à predictive conjecture à  
empirical demonstration and verification à theoretical foundation for 
practical applications 

Observation of new phenomena à convergent theoretical synthesis à new 
mathematical formalisms à  predictive conjecture → empirical demonstra-
tion and verification à theoretical foundation for practical applications 
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Developmental Biology is not informed by this possible theoretical basis, 
and has, indeed, no theoretical basis of its own. This approach is grounded 
in a basic perspective opposite to the ‘growth ideology’ of our culture, and 
it would be truly a radical departure. 
 
Actually, developmental and evolutionary biology represent a complemen-
tary pair. Development is the process underpinned by genetics. It is genet-
ics that determines the response to an event, at a certain level, since it de-
termines what the protein structures will be, that will detect the changes 
that constitute events, as well as determining the reaction cascades that 
eventually result in action after an event. 
 

6.2.2 The Entailments of Complexity 

 
The traditional aim of science and the technological tools and processes 
that it enables, is the increase in our control over matter. This power rests 
entirely in the predictability entailments of the sciences, as we know them 
today. An understanding is scientific according to its power of predictabil-
ity. Our historic understandings of the world around us (including our 
more recent understandings of human language, thought, consciousness 
and foresight) are based on the canon of predictability. That canon together 
with the mathematical innovations that enabled precision in predictability 
have been highly effective as we advanced our understandings in the tradi-
tional domains of physics, chemistry, biology, neuroscience, economics 
and in the varied technological and engineering domains that are derived 
from those sciences and upon which our material, economic and social 
progress have depended.  
 
We are entering a new era, however, in which we seek to make even fur-
ther interventions in the ways of nature and expand the potential for yet 
further material and social progress in the man-made world. What we have 
discovered is that we now have to address real complexity rather than an 
apparent complexity that can be reduced to simpler manageable and hence 
predictable entities. We are not surprised that nature presents such chal-
lenges, but we are realizing now that the pervasive and information-
intensive infrastructure of our built worlds (at all scales) is exhibiting the 
same features: unpredictable interaction between components and sub-
systems of exceedingly complicated systems.  
 



                                                                                                        53 

______________________________________________________________________________ 

The extraordinary capacity of all living entities to restructure themselves in 
order to address both internal and external stresses in ways that evade un-
derstanding is based on the canon of predictability. Biology as the study of 
living entities is the science that has faced the complexity phenomenon 
from its outset. Physics took somewhat longer to confront irreducible and 
irresolvable complexity in its formulations of non-equilibrium thermody-
namics to account for its theories of the emergence of matter from energy 
and of life from matter, (Chaisson, 2002).  
 
The problems in biology and other fields of life-enabled complexity are 
not about the energy-budgets of structured matter, as physics might be 
concerned with but about the complex of processes that enable life and its 
continuing evolution in human culture and technology.  
 
The bottom line is that even understanding complexity will not allow us to 
avoid the emergence of unpredictable properties or the illusion that we can 
manage the outcomes of emergence.  
 
How essential it is then to understand the conditions, under which emer-
gence of new properties occurs in biological systems (natural and synthet-
ic) and in technologically complex engineered systems. Our challenges 
will be how to manage emergence and to perhaps to shape the envelope of 
possibilities. The canon of predictability (the old sciences) will not apply. 
We have entered a new era in science. 
 

6.2.3 Bridging the Complexity-based Disciplines  

The theoretical syntheses and mathematics that are derived from transdis-
ciplinary studies of the above five grand scientific challenges have the po-
tential to be applied to an understanding of how novel properties can 
emerge in complex systems of any kind, whether ecological, social, behav-
ioural, technological or economic (Root-Bernstein, 2012). There are there-
fore many opportunities to advance understanding simultaneously by 
transferring new insights from a simpler kind of complexity to advance re-
search in higher complexity regimes.  We give our highest priority there-
fore to research spanning and integrating the insights to be gained from 
both engineered and natural systems of complexity.   
INBIOSA proposes the development of bridges with EU Future and 
Emerging technology (FET) programs addressing the design of complex 
interacting engineered systems. Adoption of the INBIOSA institutionaliza-
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tion agenda (summarized below) can greatly assist FET programs that are 
beginning to address the problems of emergence of undesirable properties 
in what may be considered extremely complex engineered systems17. The-
se efforts would benefit from the innovative perspectives of those who 
have articulated theories for a wide variety of emergent phenomena in bi-
ology, which involve much greater complexity than those in human-
designed technologies. Mapping a new generation of bio-inspired emer-
gence theories to complexity issues in engineered systems would acceler-
ate design solutions as rapidly as new mathematical formalisms were de-
veloped and tested. Conversely, adoption of an internalist perspective 
involving our reflection upon the process of creating and operating a vast 
network of human-intelligence driven self-organizing engineered systems 
might give us some insight into how biological complexity in nature 
works.  
 
The salient aspect of this argument was captured by Simeonov’s Flagship 
Proposal (Simeonov, 2010a): 
 

“… we cannot truly rely on these machines to autonomously dis-
cover and explore new worlds which are impenetrable for us. They 
simply lack the ability to grow, develop and evolve under the two 
other fundamental capabilities that living systems possess: effec-
tiveness and innate adaptability/learning (without any human in-
tervention). “  
 

However if we include the capabilities of effectiveness and innate adapta-
bility/learning available through human intervention we might have much 
to learn from such biosynthetic complexity.  Take for example telecom-
munications networks. We have entered an engineering era distinguished 
by an entirely new systems phenomenon: exceedingly complex interactive 
networks of computers and communicating devices. Such complex sys-
tems provide a new observational platform enabling the opportunity to ex-
plore, from the inside out, how exceedingly complex systems develop 
new properties.  

                                                
17 The FET consultation on evolvability raised further concerns that FET research pro-
jects pursuing advancements in collective adaptive systems are failing to address deeper 
fundamental issues in complexity engineering involving: the long-term controllability of 
autonomous artificial systems; artificial chemistries that may have the ability to re-write the 
operating system, or control system in which it is embodied; the need to understand emerg-
ing complexity in modern-world systems at the level of interaction between artificial sys-
tems; and ways of controlling emergence in artificial systems, (Kernbach et al., 2009). 
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While not natural emergence as in the case of living systems, it is observa-
ble engineered emergence, the manipulation or re-configuration of techno-
logical capabilities towards an overt human purpose. Pioneering research 
on “recommendation architecture” has challenged von Neumann computer 
architecture as the way towards higher-performance global telecommuni-
cations infrastructures and at the same time provided theoretical insights 
into neural cognitive processes otherwise unavailable to experimental bi-
ology.   
 
INBIOSA believes that the time has come to discover universal “emer-
gence” principles in the interaction between the human mind and its engi-
neering goals for complex systems of all kinds through the new observa-
tional platforms being offered by complex engineered systems at many 
scales.  
 

6.3 Institutionalizing the Lessons from the First Scientific Revolution  

We believe that convergent theoretical synthesis and innovative mathemat-
ics hold the keys to transformative progress in biology and the other sci-
ences and technologies of complexity. How then do we propose to create 
the conditions for focusing resources and talent upon these processes in the 
context of extreme disciplinary specialization and the massive commit-
ment of resources to observational, clinical and experimental methodolo-
gies?  
 
The first principle that we propose as a foundation for transformative re-
search is that of universality: that there is a commonality, a transdiscipli-
narity, an integrative view of what can be perceived by human intelligence 
that must assimilate the knowledge gained from research in all disciplines.  
 
Hence, our proposals recognize the variety and theoretical complementari-
ty of complex systems, i.e. there are many kinds of complex systems, from 
relatively simple ones to ultra-complex ones. What they have in common 
is the ability to develop novel (i.e. unanticipated) properties from their own 
self-organizing capabilities.  
 
We can currently identify at least seven distinct kinds of complex self-
organizing systems based on their distinct forms of semiosis, i.e. classes of 
communicating meaning with signs, (Logan, 2007): 
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Kind of Self-organizing Sys-
tem/Discipline 

Form of Semiosis (communicating 
meaning through signs) 

molecular biology digital transmission of information by 
DNA 

cellular biology and ecology  process by which receptors of prokaryotes 
interpret signals from the environment  

developmental biology epigenesis of the phenotype from the 
DNA influenced by signals from the envi-
ronment  

neurocognitive science  biosemiosis of learning by virtue of the 
emergence of a central nervous system in 
animals  

cognitive evolution  transition from percept-based thought to 
concept-based symbolic thought that 
emerged contemporaneously with human 
speech  

distributed cognitive evolution 
and sociology  

human culture, a symbolic thought based 
phenomenon  

Semiotics science, mathematics, technologies and 
economies, as products of the human 
mind generated through signs both spoken 
and notated 

 
Focusing on biology, INBIOSA has identified five principal phenomena in 
biology towards which efforts at theoretical convergence and the develop-
ment of an innovative mathematics should be focused in the immediate fu-
ture: 

1. the autopoiesis (self-construction) of cellular life; 
2. the emergence of modules of hierarchy in all complex systems;  
3. the varieties of modalities of communication within and be-
tween hierarchical levels of living systems; 
4. the transformations of information processes from scalar to vec-
tor/tensor quantities; and 
5. integrated mathematical approaches that can link discrete, con-
tinuous and geometrical information simultaneously. 

 

6.4 A New Strategic Collaboration Framework  

 
INBIOSA is the first formal attempt to provide a collaboration frame-
work to support the advancement, articulation and development of 
new theoretical foundations for biology.   
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We have drawn together a community of researchers to provide guidance 
on both the scientific and institutional steps required for a continuing sci-
entific deliberation of paradigm shifting alternatives.   
 
It is clear however, that the disciplinary structure, vocabularies and inertial 
belief patterns of academic research invite premature closure to cross-
disciplinary debate and paradigm-transforming challenges.  INBIOSA 
therefore proposes that FET continue to provide an institutional setting 
conducive to the research agenda we have proposed to address fundamen-
tal questions relevant to the broader field of complexity sciences. The FET 
program itself recognizes the acute need for a continuing process enabling 
scientific deliberation of paradigm shifting theoretical research.  The EC 
report on the Future Internet18 makes the extra-ordinary and rarely recog-
nized point about the contingency of future progress at the economic en-
terprise level on “new scientific foundations to produce Enterprise Systems 
offerings that are rested on and subject to the rigour of science”: 
 

“More fundamentally, a science base is required for the develop-
ment of the next-generation Internet-based Enterprise Systems 
able to cope with a new set of complex issues and requirements, 
while at the same time ensuring reliability, flexibility, scalability 
and other qualities that have made the Internet such an indispen-
sable tool for businesses and society.” 
 

The existence of such a process will help to overcome a historic weakness 
in enabling challenges to orthodoxies, strengthening the climate for new 
paradigms and enabling new cross-disciplinary and inter-disciplinary syn-
theses in support of convergent paradigms. A first step in this direction 
was made in the panel discussions during the iBioMath 2011 workshops in 
San Jose (California) and Paris and the ACIB-11 research forum in Stir-
ling, UK.  The broad range of disciplinary response to these workshops 
demonstrates the latent interest of a wide range of research communities 
involved with theoretical and practical development of complex systems of 
all levels.  
 
INBIOSA therefore proposes an expanded program of consultations and 
collaboration with relevant scientific and engineering communities focused 
on three objectives: 
 
                                                
18 Future Internet Enterprise Systems (FInES). Position Paper on Orientations for FP8. Fi-
nal Version. 18 March 2011. 
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1. Identifying the scientific challenges in biological and arti-
ficial systems information processing; 

2. Confirming support for the relevance of INBIOSA Grand 
Challenge Goals to the research objectives their expert 
communities; 

3. Commitment to joint development of an integrated re-
search agenda. 

 
INBIOSA suggests consideration of a conceptual model for such an insti-
tutional framework based on the concept of emergent complex systems it-
self. In other words, to mimic in the larger world, the thought processes 
and structures that enable the emergence of new ideas in the human mind. 
The table below lists potential fields of research addressing complexity is-
sues. The institutional challenge is to recreate the individual thought pro-
cess of performing the necessary convergent synthesis of theory underly-
ing the complexity of living systems at the scale of the total societal effort 
in the relevant sciences. In other words, the co-ordination (but not the con-
trol) of the many modules of thought that could be, but are not being 
brought together into a more coherent model of life itself.  
 
This would involve co-coordinating efforts through FET programs and ac-
ademic interdisciplinary collaborations guided by the principle of synthe-
sis. Implementing such co-ordination is the institutional challenge. The 
form of structure and communication that would most benefit this process 
is not known yet. What is known is that existing processes of collaboration 
and disciplinary integration and co-ordination do not support such synthe-
sis and mathematical innovation. The following table summarizes the 
fields to be engaged, the problems identified for joint activity and the focus 
of specific research proposals. 
 
The Reflective Collective Intellect: A preliminary schematic framework for 
enabling the emergence of a new scientific discipline of the complexity of nat-
ural and engineered systems – Integral Biomathics 
 

Discipline/  
Organization 

Knowledge Problems Required Interdisci-
plinary Science Re-
search Activity 
 

Theoretical biology 
 

Understanding how different lev-
els interact (molecular, genomic, 
intracellular, extracellular, multi-
cellular, organ level, whole or-
ganism level, ecosystems) 

Development of multi-
level/multi-temporal 
modelling synthesizing 
all levels and time 
scales 
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Biosemiotics 
 

Understanding the different na-
ture of all levels of  abiotic, biotic 
and symbolic communications 
relevant to self-organizing entities 
 

Process-based modeling 
(Mathematical, compu-
tational).  

Mathematics 
 
 

How to formalize biological prob-
lems that currently exist in two or 
more essentially unrelated do-
mains of mathematics 

a) Develop mathematics 
beyond autopoetic sets 
along the line of catego-
ry theory and MES the-
ory, using recent do-
mains able to unify 
probability theory, hier-
archy theory, network 
theory, vector/tensor 
calculus, logic, topology 
and others. 
b) Invent new mathe-
matical methods and 
tools beyond a)  

Systems engineer-
ing 
 

Potential instability of highly 
complex systems as they increase 
in scale and complexity 

How do biological sys-
tems integrate across 
multiple levels to pro-
duce long-living robust 
systems with clear 
goals? 

Telecommunica-
tions engineering 
 

Reconfiguration approaches to 
meet increasing flexibility in de-
mand patterns and system relia-
bility 
 

As above 

Health sciences The lack of theoretical advances, 
the adoption of a naive immune 
inspired approach and the limited 
application of Artificial Immune 
Systems have limited immune 
systems research.  
 
Devise multi-scale models of pa-
thologies and human anato-
my/physiology accelerating ther-
apeutic research; discovery of 
new pharmaceuticals and medical 
devices fostering an integrative 
approach to health care.   
 

Similar to theoretical 
biology, but with an 
emphasis on pathogene-
sis and the means to 
eradicate/reverse the 
degeneration processes 
with minimal side ef-
fects while mobilizing 
and enforcing natural 
resources such as the 
immune system. 

Cognitive science How could the self emerge? What 
could be the material requirement 
for the emergence of the most 
primitive cognitive unit? 

How could conscious-
ness be related to cogni-
tion? Is cognition 
equivalent to measure-
ment? 
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Synthetic biology Knowing how to build synthetic 
biology systems; Understanding 
how to control a synthetic biolog-
ical system in order to take ad-
vantage of its capabilities 

Using the Mathematics 
and semiotics to help 
create systems for con-
trolling (programming) 
these systems. 

FET Projects 
 

Unpredictability of self-
replicating, high plasticity and 
self-healing and programming 
functionalities 
Complex Systems 
Unconventional Computing 

New studies of hetero-
geneous systems. 
Studies of information 
processing in living sys-
tems: re-interpretation 
of biological compu-
ting. 

Other (economy, 
finances, other 
complex technology 
disciplines.  

Reducing dialogic movement to 
monologic discourse 

Constantly transforming 
temporal categories 

 

7. Towards a General Theory of Living Systems (GTLS) 

This section describes the effort to formalize a general theory of living sys-
tems from what we have today. The eventual result will be a formal sys-
tem, equivalent to that which exists in the physics community. 
 

7.1 Objective  

We focus on evolving integral models of life as an integration of both de-
scriptive and explanatory models. An advantage of recruiting descriptive 
models amenable to first-person experience is to go beyond being en-
trapped by easy syntactic integrations unique to explanatory models lim-
ited to third-person descriptions, i.e. non-reductionist and both endo- and 
exophysical approaches to the emergence and development of dynamic, 
ordered hierarchical systems. These are facets of biological systems that no 
one can model at present. The elements we want to address have applica-
tions to "intelligent systems" of all kinds, including AI/ALife systems and 
emergent ecologies, etc. All these systems can be demonstrated to have 
similar features and functions (albeit at different levels of organization).  
 
To address these issues, we postulate the development of a 'dynamic mod-
el’ of the entangled system 'in the making', trying to size up the successive 
specifications of its logic and semantics over time (Ehresmann & Van-
bremeersch, 2007). At each time, we assume the overall ('global') logic of 
the system to result from the interplay among a hierarchy of 'local' logics 
and process event driven non-local crossovers, each with its own temporal-
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ity, complexity and multiform components. Furthermore, this interplay is 
reckoned to become flexible through 'switches' between different decom-
positions of multiform components, allowing for a kind of fitness selection 
between them to preserve as much as possible of the local logics. While 
the local logics resort to 'classical' computations, the real challenge is to 
deal with their interplay, in particular how to handle switches between dif-
ferent possible decompositions of a multiform component, and with their 
non-local 'quantum' entanglements (Ehresmann & Vanbremeersch, 2002, 
s. Appendix A2). The INBIOSA initiative suggests a radical approach to 
theoretical biology, biomathematics and bio-computation in the long term 
that can be supported by a transitional strategy in the short and middle 
term by addressing looming problems in complex interacting artificial sys-
tems that deserve attention according to the FET program (Kernbach et al., 
2011). 
 

7.2 Background  

This section explores the reasons why the core question stated in the pre-
vious section has long been dismissed in the traditional scheme. 
 
The history of science is a constant tension between those who would un-
derstand the world by examining its pieces (Democritus) and those who 
would understand it by studying its processes (Heraclitus). Erwin Chargaff 
wrote a very insightful (and unpopular) book about this conflict as it ap-
plies to molecular biology called Heraclitean Fire (Chargaff, 1978). The 
importance of making this distinction is that this book at present reads as if 
molecular biologists are studying cascades of molecular process-
es/changes, but in fact they are not, because these are only a small, low 
level part of the organism, and they ought to be examining the whole sys-
tem. At least they have moved beyond simply looking at specific mole-
cules, but they still make the often-repeated error of thinking that if they 
can isolate parts of the system that participate in the processes, the pro-
cesses themselves will become clear. This is the epitome of the reduction-
ist fallacy. The individual pieces of a clock do not predict or explain its 
“clockness”, which resides instead in the way its organization permits it to 
carry out a specific process.  The importance of making this distinction is 
that the mathematics used to model most biological processes have like-
wise developed from reductionist approaches, having been developed to 
model a Newtonian “clockwork universe”.  Reading the clock is irrelevant 
to a Newtonian universe since every inhabitant in the universe is no more 
than part of the single gigantic clock available there.   
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Despite the unquestioned success of the “omics” revolutions the paradigm 
shift in biology comparable to those invoked by the theory of relativity and 
the quantum theory in physics has not yet been achieved. Addressing the 
issues of parts of a clock, clockness and reading clocks discussed earlier 
may provide a key to engineering such a change in view.  
 
How can we describe the synchronization of two adjacent clocks without 
relying upon Newtonian time? Just as physics has adopted novel forms of 
mathematical modeling that explicitly reject mechanistic reductionism, so 
must biology if it is to deal with similarly complex systems comprised of 
components that have multiple states and vary constantly in number and 
composition through time. 
 
Another point that needs to be made explicitly is the necessity of taking in-
to account hierarchies of organization. Biology is not chemistry, which is 
not physics. Chemistry becomes chemistry and not physics at the point 
where we can ignore the physical properties of the components carrying 
out the chemistry. Biology becomes biology and not chemistry when we 
can ignore the chemical properties of the components carrying out the bi-
ology. Yet, this is not reductionism. Simple hierarchical reasoning leads us 
to conclude that we can recognize a new level of organization when the 
principles and properties and models that worked for the previous level of 
organization can be ignored19. This is not to say that biological systems are 
not comprised of chemicals that obey the laws of physics, but to say that 
biological systems are recognizably biological because they have organi-
zational properties and patterns that allow them to carry out processes that 
cannot be accounted purely on the basis of the physics and chemistry of 
their individual components. Here we often have interspersed interactions 
from higher layers of organization.  
 
Consequently, what we need to describe and explain this “native biology” 
is the application of areas of mathematics not previously applied to it and 
the development of new ones, as well as of new forms of computing that 
permit us to model the emergence of new biological properties and pat-
terns resulting in the carrying out of novel processes as a result of innova-

                                                
19 We don’t need an understanding of nuclear physics to describe the kinetics of a chemical 
reaction; we don’t need to know the movements of every molecule in a gas to measure its 
temperature; we don’t need an understanding of electron shells to explain how DNA en-
codes genetic information, but sometimes we need to invoke reasoning based on lower lev-
els. 
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tive forms of organization within complex systems.  This kind of mathe-
matical formalism is expected to enable us to answer the question: “What 
exactly is so typical and unique for living systems that does not occur in 
non-living ones?” We do however recognize that attacking this question 
should proceed under the constraint of the impredicativity.  That is equiva-
lent to practicing whatever theoretical synthesis is to be framed in third 
person descriptions without forgetting about inevitable interferences from 
first person descriptions. 
 
The reason that biology has failed to develop a viable set of mathematical 
theories is therefore a result of having attempted to treat its universal, hier-
archically-unique, organizationally-derived processes in terms of reduc-
tionistic principles derived from studying the chemical particles upon/from 
which these processes emerged. Additional confusion comes from the us-
age of wrong and mixed-up definitions. We wish to know how the reaction 
cycle could emerge.  
In fact, the reaction cycle, as a higher level organization compared to the 
constituent individual molecules, raises a serious question of how the iden-
tity of the higher level can come to outlive the identity of each constituent 
molecule in the lower level. Once it emerges, what kinds of problem 
would remain? Hierarchy theory suggests that reductionism can never ex-
plain how novel properties and processes emerge20.  
 
What we need is not more detailed models that can handle greater and 
greater amounts of detailed data from increasingly fine-grained studies of 
the components of systems, but ways of identifying properties that are as 
unique to such complex conglomerations as temperature is to a set of mol-
ecules. In short, what we lack is a uniquely developmental mathematics 
that deals with the emergence of organization from non-random selection 
among replicating variations within complex populations of living entities. 
Could it be possible to have a type of mathematics that may support the 
robust transformation from non-cyclic to cyclic reaction network (Yardley, 
2010) in a sense approachable empirically? What then would the mathe-
matics of emergent properties and organization look like? Biology is only 
one case of such emergent properties resulting from spontaneous organiza-
tion within complex systems. Political and economic systems are two oth-
ers. 
 

                                                
20 They still have underlying causes; however, looking at them may obscure their higher-
level important properties. 



64                                                                                                            

______________________________________________________________________________  

Josephson's emergence approach suggests how to join mathematics and bi-
ology using signs/symbols (semiosis), along the same path that the funda-
mental concepts of natural numbers, Euclidean geometry, algebra and log-
ic were developed: "By retreating into symbolism one escapes inconven-
inconvenient facts about the world and is able to create a system that has a 
certain resemblance to the world even though there is no exact correspond-
ence."  (Josephson, 2012) 
 
The principles that are derived from our studies should apply to an under-
standing of how novel properties can emerge in complex systems of any 
kind21, whether ecological, social, behavioural, and possibly even techno-
logical. 
 
Among other things, we would conjecture that such a new mathematics 
would not be related to digital computation. Biological systems invariably 
involve weak interactions and complementarity between molecules and 
systems that are in dynamic motion. Such systems have characteristics 
shared with analogue systems as well as digital ones in the light of appre-
ciating a novel source of cohesion. The analogue side of computing, while 
not entirely novel, has largely been ignored since the digital revolution. 
We will not make progress in modeling and understanding complex, emer-
gent living systems until we have computational systems that are based on 
similar principles. 
 
Again, many systems besides biological ones are analogue22. Most func-
tions describing weather, economic indicators, etc. are also analog. It 
might therefore be possible to create a revolution in modeling across many 
disciplines by focusing on developing analogue modeling tools for biolog-
ical systems. 
 
However, the replacement of digital by analog might not provide the ulti-
mate solution for biology. INBIOSA is in favor of integrative approaches 
combining the benefits of both worlds, but we need to turn our attention to 
analog computation and its derivatives, which appear to be more adequate 
for explaining biological phenomena. Yet, we should not forget that analog 
modes of operation can be also reductionist. So, a major question on the 
way to answer is: Where is the border between reductionism and holism? 

                                                
21 including future Internet infrastructures, virtual communities and extra-terrestrial life 
22 In fact, everything is analogue at a Newtonian level. At a lower level systems may be 
grainy (discrete), but one   needs to realize what advantage have accrued by using digital 
systems with very small discrete graduations. 
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How can we find out whether a model entails all necessary variables and 
constraints?  
 
How could we evaluate the roles of indefiniteness or potentiality and trans-
form the indefiniteness? Perhaps we should make sure that such a model is 
capable of evolving and include more components approaching the real 
world situation in a series of iterations.  
 

7.3 The Road Ahead  

One possible breakthrough for cultivating the central task of INBIOSA re-
search further may be in sight once we pay attention to the exchange of 
material, (ubiquitous in biology), as a demonstration of the interplay be-
tween first and third person descriptions. A helpful example is the mone-
tary economy. A unique property of the monetary economy is the occur-
rence of something called paper money as an institutional means capable 
of paying for any kind of debt. To be sure, the paper money is by itself of 
no value as a physical body and cannot serve even as a substitute for a soft 
facial tissue, while some interesting figures are printed on its surface in 
many cases. Nonetheless, paper money used in the process of exchanging 
its ownership does serve as a means of being exchanged for whatever 
goods or services of equal value are printed on the paper.   
 
The paper money keeping its designated value right in the process of ex-
changing its ownership is a prerequisite to the operation of the monetary 
economy, and the monetary stock in the hand of each economic subject is 
merely a consequential derivative from the process (Matsuno, 1978). 
When one tries to address the monetary economy computationally or from 
the perspective of experiencing the monetary transactions internally, we 
need to pay attention to the dynamics of the monetary flow in the exchange. 
Furthermore, since no one except the central bank sanctioned by a nation 
state or a sovereign union can issue and destroy the paper money, each 
economic subject other than the central banks is under the inevitable con-
straint of fulfilling monetary flow continuity from each participatory per-
spective. Fulfilling monetary flow continuity is the computational task 
each economic agent must assume. What upholds the computational task is 
the identity of the body facilitating the exchange of the monetary owner-
ship, rather than the identity of the paper money itself. Thus, the basic dy-
namic predicate coping with the monetary economy computationally must 
be the monetary flow rather than the monetary stock, the latter of which 
may be regarded as merely an instantaneous snapshot of the flow variable 
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to be recorded. The appraisal of the priority of monetary flow necessitates 
the involvement of first person descriptions, since referring to the active 
agency (assuming first-person status) maneuvering the monetary flow 
from within is required there.  Each economic subject is always busy with 
and serious about how to maintain monetary flow continuity by any means. 
 
In essence, the keeper of a retail store is busy in managing his day-to-day 
business so as to clear the draft to be expired by the end of month, while a 
certified public accountant (CPA) is quietly vigilant in observing whether 
the double-entry bookkeeping to be prepared by the storekeeper by the end 
of month would actually let both the ends literally meet. Here, the store-
keeper’s activity is in first person descriptions, whereas the CPA’s obser-
vation of the bookkeeping is in third person descriptions.  
 
Both of them are involved in computation in one form or another.  Above 
all, the computation specific to the storekeeper is definitely in first person 
descriptions.     
 
Once it is properly perceived, the monetary economy in the making should 
be accessible in first person descriptions, while the record is also legiti-
mately approachable in third person descriptions. Despite that, third person 
descriptions alone cannot be good enough for appreciating the priority of 
the flow variables since the simultaneous participation of the stock varia-
bles would also be made inevitable there. Computation in terms of flow 
variables as the most fundamental predicates thus makes the distinction be-
tween first and third person descriptions indispensible.  
 
What is concretely at stake is computation underlying the implementation 
of empirical flow continuity processing various flows as the most funda-
mental dynamic predicates. The occurrence of the exchange of material in 
the empirical world is a necessary condition for the likelihood of letting 
the flow variables be irreducibly fundamental. This perception suggests to 
us that such computation in terms of the flow variables accessible exclu-
sively in first person descriptions could have been operative even ever 
since the verge of the origin of life on Earth because of the ubiquity of the 
exchange of material.  The remaining problem may be how to implement 
the scheme in an explicit manner as reminding us of the distinction be-
tween first and third person descriptions.  
 
We are all economic agents; all of us participate, in some way or another, 
in trading, producing or consuming goods and services. It goes without 
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saying that this poses an unprecedented problem in terms of dimensionali-
ty and complexity in modeling of systems such as national economies. The 
mechanistic view of economy assumes that agents and the economy per-
formed by them can be separated. In this classical view, the economy, for 
example the market economy, pursues a natural course towards equilibri-
um. The equilibrium hypothesis is needed in order to be able to obtain the 
analytical solutions to the complicated models formulated in ordinary or 
partial differential equations. 
 
This approach, by emphasizing idealistic conditions (perfect competition, 
perfect knowledge of all agents etc.) in order to make the modeling prob-
lem tractable, sacrifices a more realistic account of how complex systems, 
like consumers, banks or institutions, adapt and react to the dynamic pat-
terns that they create through their interactions. 
 
This is one of the reasons why economic science has a layer of complexity 
that natural science does not have: agents elaborate purposive actions and 
strategies that try to cope with potential outcomes of their own actions, as 
they interact with other agents. For example, when an agent e.g. Goldman 
Sachs, predicts patterns in stock prices, that prediction is drastically modi-
fying the pattern itself because other agents will try to adapt to the poten-
tial outcome of that action. It is known that herding behaviours like panic 
or euphoria may produce qualitative changes of regime in the systems that 
seem to be related with financial booms and busts. With this example we 
want to suggest that Economic Science, as any other social science that 
wants to model behaviour of complex systems (humans), is in sorely need 
of a new methodology. 
 
Therefore, we need a complex organic approach able to revisit and elab-
orate, inside a new theoretical framework grounded in empirical data, con-
cepts such as meta-stability/meta-instability, catastrophes and bifurcations. 
 

7.4 The Junctions  

7.4.1 Back to Aristotle? 

The forerunners who recognized the significance of irreversibility latent in 
time include Heraclitus and Aristotle. In particular, Aristotle made a re-
mark on irreversibility when stating “The now in one sense is the same, 
but not the same in another” or “While passing away constantly, time re-
mains as time” according to Heidegger’s translation. This statement may 
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look contradictory in the light of the principle of contradiction whose sig-
nificance Aristotle certainly recognized. The principle says that one cannot 
both affirm and deny the same thing in the same respect at the same time. 
The remedy Aristotle came up with was the infamous entelecheia or telos 
at which when reached all of the likely contradictions would disappear in a 
wholesale manner. Although Aristotelian physics based upon entelecheia 
has lost its influence since the advent of Galilean physics, this does not 
mean that the irreversibility itself, noted by Aristotle, would also lose its 
significance. Quite the contrary, Aristotle’s remark on subjective irreversi-
bility sets a critical criterion on explicating how our conception of time in 
the first place.  
 

7.4.2 Back to Plato? 

When searching for new mathematical formalisms in biology it might be 
beneficial to take into account the paradigm change imposed by the dis-
covery of the universal machine and the mathematics associated with it so 
far: that is, recursion theory and theoretical computer science. This might 
be useful independently of the mechanist hypothesis in the sciences of life 
and/or mind. If the mechanist thesis is correct, we can assume that the 
formalism we are searching for is already part of the very rich mathematics 
of computer science taking the word in a broad sense. If the mechanist the-
sis is refuted, then a good understanding of machines and their limitations 
can only help in developing another, better formalism for non-
mechanically emulable processes. Indeed, the larger part of computability 
theory is already a study of the infinite ladder of non-computable func-
tions, and the study of degrees of non-algorithmic solubility. In fact, 
"computability theory" is really the study of the non-computable functions 
and processes, and the very existence of the notion of universality is made 
possible conceptually by the fact that programmable processes have intrin-
sically non-computable effects, as Turing’s non-halting machine problem 
already illustrates. The study of computer science leads by itself, for this 
reason, to the study of *partial* computability23, and degrees on non-
computability and non-machine 'emulability'. Marchal shows in a direct 
way that IF we are machines (whatever "we" might means, as far as "we" 
have consciousness), then the physical laws cannot be computable or Tu-
ring emulable (Marchal, 1998). Despite this, it is also obvious that many 
biological phenomena are mechanical in their nature, for instance the re-

                                                
23 For a recent discussion of incomputability in biology and physics please refer to (Longo, 
2010).  
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production process, self-regeneration and embryogenesis. The conceptual 
problems of reproduction and self-regeneration were not solved either by 
Descartes, despite his many attempts, nor by the embryologist Driesch 
who concluded on the presence of some unknown vitalist force. But those 
problems have been solved in the humble opinion of the present authors 
both in theory and practice (Case, 1971; Marchal, 1992). The basic idea is 
very simple, and has many very deep consequences, including eventually 
the possible refutability of mechanism or of the Aristotelian conception of 
reality. In a nutshell, the solution for self-duplication or for any more gen-
eral formal self-transformation T is given by the idea to apply a duplicator 
operator of ‘itself’. If Dx gives xx (or T(xx)), that is if DA gives AA (or 
T(AA)) and DB gives BB (or T(BB)), then what is it that will give DD? 
Obviously DD will give DD. And this solves the problem of self-
reproduction. Or it will give in the general case T(DD), which gives in turn 
a general solution for arbitrary computable self-transformations. This tech-
nique has been used to implement "amoeba" (a self-reproducing program) 
and "planarian", a program that can be cut in pieces such that each piece 
regenerates the missing parts. It presupposes the existence of discretely 
standardized cellular components. The same kind of "diagonalization" (go-
ing from x to xx, and applying the result to itself) is the basis of a whole 
field of self-reference theory, and it has been shown that machines are able 
to introspect and even to discover what the laws of physics have to be, in 
case that the mechanistic hypothesis is correct. This leads to a total rever-
sal of the Aristotelian paradigm and shows that the Platonist conception of 
reality is closer to the mechanist consequences than the Aristotelian.  
 
Somehow the physical reality is no longer primary but appears to be the 
border of a Universal Mind, which can be seen as the mathematical struc-
ture describing the highly structured potentiality of a universal machine.  
 
This insight is helpful to (re-)formulate the classic old "mind-body" prob-
lem in a mathematical way, and many promising results have already been 
obtained here. It shows, notably, that being a machine necessarily entails 
that physics cannot be entirely computational. And this in turn can be ex-
tended to life processes – despite the mechanist initial assumptions. Para-
doxically, this makes mechanism a very general vaccine against reduction-
ist thought in general.  
 
Thus, Universal Machines already defeat all reductionist theories concern-
ing their behaviour and thought processes. 
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The “physics of machines” is thus offered in two parts: a provable part and 
an unprovable part of the machine. And this motivates a theory of qualia as 
an implicit addition as it were extending the theory of quanta (or talia in 
Latin), which is the one we use to test mechanism, and also to measure our 
degree of non-Turing emulability in case that mechanism has been shown 
to be wrong.  
 
All of this exemplifies also that the difference between natural and artifi-
cial is an artificial one, and thus is natural for any creature developing a 
self-centered conception of its surroundings. Just as Jacques Lafitte al-
ready foresaw in 1911 and published in 1932, that machines are natural 
collateral extensions of life, and biology cannot really be separated from 
engineering and computer science studies (Lafitte, 1932). 
 
We have by now isolated and implemented eight modal logics which are 
variants of the Gödelian type of self-reference, which makes it possible to 
handle the two notions of first person and third person point of view for 
machines with or without oracles24 (Marchal, 1998; Chaitin, 2011). Further 
research here would consist in developing a flexible categorical semantics, 
based on linear logic and sketches theory, allowing some “fuzzification” of 
those logics, and allowing the ideal case of correct self-referencing logics 
to be extended to machines capable of self-revision and self-updating. We 
thus have found an interesting link between the logic of first person 
knowledge and time-duration, which makes such an extension naturally 
embeddable into the Integral Biomathics of the INBIOSA project.  
 
We anticipate fruitful consequences for anchoring Integral Biomathics as a 
major bridge across engineering, biology, computer science, mathematical 
logic and category theory.  
 
 
 

                                                
24 An oracle is a machine that computes a single arbitrary (non-recursive) function from 
naturals to naturals (Turing, 1939). In other words, is just another name for non-trivial me-
ta-level heuristics that lies outside an object-level theory. In Integral Biomathics, we regard 
“oracles” truly lying beyond the object-level (scientific and/or mathematical) theories such 
as group theory and QM. In other words, an oracle is anything that is or can lead to a true 
statement that cannot be reached within a formalized (syntactic) system of the said theory. 
Oracles are part of all human knowledge that cannot be proven within any of the currently 
known formal systems; i.e. they contain “true” statements that cannot be proven in the Gö-
delian sense.  All our theories will remain incomplete, but as they become richer, what once 
lied outside a given theory will become part of the (still incomplete) new theory.  
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We expect also some deep clarification on more philosophical issues relat-
ed to Fredkin’s Digital Philosophy 25  (Fredkin 1990; Fredkin 1992), 
Chaitin’s Omega Theory (Chaitin, 2006) and a possible shift from an Aris-
totelian towards a more Platonist or Neoplatonist conception of reality, 
which would lead to a very important new emphasis on fundamental biol-
ogy on the part of physics. 
 

7.4.3 Back to Kant? 

Although the critical thought of Kant was intended as a restoration of 
Newtonian paradigm of certainty questioned by Hume and in consequence 
led to conclusions limiting our access to knowledge of the world as it is – 
which may go beyond interests of this study – his greatest and most uni-
versal achievement was the recognition of conditions for the acquisition of 
knowledge. The pessimistic conclusions of Kant have been based on the 
assumption that the necessity of the intervention of the Twelve Categories 
of Understanding shaping or forming Sensibilities (or we could say per-
ceptions) obstruct the access to things as they are. However, it may be re-
interpreted simply as self-referential character of knowing. To know some-
thing, we have to employ our knowledge, considered by Kant as a priori to 
avoid problem of circularity. For us, it should not be a surprise, as it is yet 
another expression of autopoiesis, a characteristic of all living systems. We 
can attempt to change our perspective and instead of escaping, engage in 
resolving the issue of self-reference, for instance by investigating the 
mechanisms in the brain responsible for these categories, but in terms 
transcending classical conceptual framework. Such a framework can be 
found in the study of information, which gives a more general view of liv-
ing systems, but includes cognition as one of many functions of the higher 
organized forms. 
 
Kant believed that the statements of Euclidean geometry are synthetic, but 
a priori, and that they condition in a necessary way our understanding of 
the spatial relations. Non-Euclidean geometries have shown that we can go 
beyond these. It is true that our scientific analysis in science is guided by 
Boolean form of logic, which seemed necessary, but quantum mechanics 
shows that logic of events in the micro-world is non-Boolean, which does 

                                                
25 Fredkin's Finite Nature Hypothesis states that ultimately all quantities of physics, includ-
ing space and time, are discrete and finite (Fredkin 1990; Fredkin 1992). It suggests that all 
measurable physical quantities arise from some Planck scale substrate for multiverse in-
formation processing. Also, the amount of information in any small volume of space-time 
continuum is supposed to be finite and equal to a small number of possibilities. 
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not preclude their comprehension. Thus, if we can go beyond the limits of 
the categories of understanding, there is no reason to believe that we can-
not reach the level of perspective in which we can understand understand-
ing. Moreover, we can expect that in an autopoietic process this may allow 
us to make our understanding essentially deeper. Conditions for transcend-
ing limits of the mechanisms of understanding consist in formulation of a 
conceptual framework in which living systems are both subjects and ob-
jects of inquiry. The concept of information is present in the study of such 
systems at every level of organization, and therefore it is a natural candi-
date for this conceptual framework. Schroeder (2009) considered also a 
secondary concept of information integration, which allows the introduc-
tion of quantum logics into the study of consciousness, thus extending 
classical, Boolean logic without the necessity to involve quantum mechan-
ical description of the system. The work includes a theoretical mechanism 
of processing information at this extended level.  
 
This leads to another generalization, which allows the consideration of a 
wider class of theoretical processing devices corresponding to geometric, 
topological and other relations. This conceptual framework opens the way 
for studies of all varieties of categories of understanding in terms of theo-
retical brain mechanisms. However, understanding of the implementation 
of such theoretical mechanisms in the brain will probably be impossible 
without resolving the more fundamental problem of the description of a 
living system in terms of information and its processing, where the auto-
poietic essence of the mechanisms will have to be considered. 
 
No matter what solutions are proposed, it is necessary to recognize the im-
portance of the lesson from the great synthesis of Kant, and from its errors. 
Our comprehension of the world is conditioned and shaped by the fact that 
we are living systems, which are creating their (our) own tools for this 
comprehension and at the same time participating in the world. Thus, de-
velopment of our knowledge is a subject of an autopoietic process.  
 
What we know cannot be separated from how we know. From this point of 
view, biology has the potential to inform and guide other disciplines, in 
particular those considered more fundamental. Maybe better understanding 
of our understanding can bring solutions to the problems studied by phys-
ics and mathematics. 
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7.5 What Can We Do Now?  

It is essential for this review that we recognize both perspectives taken on 
science, that of Plato and that of Aristotle.  While empiricism has been 
dominating science ever since Galileo and Newton, the idealistic view was 
abandoned for a very long time.  Now in the age of logic, computation, 
immersive reality and virtual worlds, Neoplatonism can have a renais-
sance.  Instead of Plato vs. Aristotle, both viewpoints are suddenly legiti-
mate and arguable under Kant. But we also recognize both their unity and 
antagonism with Hegel and Schelling. The issue of “assumed objectivity” 
becomes disputable again – and taboos such as the suggestion that the way 
of natural sciences is the only one that can be taken seriously are being 
questioned again (Fasching, 1996). We welcome the return of scientific 
disputes, for it is indeed dangerous to have a “thinking monoculture.” Af-
ter many years of research, we still do not know what reality is (Fasching, 
2000; 2003). Therefore, there will be no taboo questions on the INBIOSA 
path. Note also that the position stated cautiously in section 7.4.2 above is 
only that, IF mechanism is true, THEN we are in a Platonist arithmetical 
video game. But it does NOT say that mechanism is true.  
 
When questioning the foundations of biology, we are going to leave no 
stone unturned, including those on which we stand and will step on in fu-
ture. We will also consider the implications of modern physics for this 
work. In particular, we realize the likely relevance of quantum theory (QT) 
to biology and the chance for a fruitful dialogue between physicists and 
biologists, specifically about quantum entanglement and quantum coher-
ence which are considered by some to be the key to life and consciousness, 
despite the unsettled state of physics in this area. On the one hand, it could 
greatly benefit biology to take note of QT in accounting for living process-
es (Schrödinger, 1945; McFadden, 2002; Ho, 2008). On the other hand, 
biology could help explaining QT (Pattee, 1971; Josephson, 2012), an ar-
gument, which is relevant to Salthe’s Hierarchy Theory (Salthe, 1985). 
Yet, it is Hierarchy Theory that erects the main problem to QM effects at 
above the microscopic scale26. If there are three levels separated by scale, 
such as [biological cell [macromolecule [atom]]] and there are occasional 
effects on atoms by QM fluctuons (in Conrad’s terminology), this might 
have fleeting effects on several out of thousands of macromolecules. But 
the question is what would be the likelihood of significant effects on one 
                                                
26 Any level constructs an interpretation of lower level effects (which do not penetrate as 
such to a higher level), while being governed by boundary conditions imposed by higher 
levels. The levels are screened off from each other dynamically; otherwise there would be 
no levels! 
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cell? It is not easy to resolve this conflict between Hierarchy Theory and 
most QM interpretations.  
 
An interesting example in this respect is an unorthodox theory related to a 
key concept in quantum mechanics, – entanglement and the EPR paradox 
(Einstein, Podolski & Rosen, 1935). One interpretation of this entangle-
ment is known as the "Everettian heresy", (Osnaghi et al., 2009). In 1957, 
Hugh Everett, III, proposed a new interpretation of quantum mechanics 
questioning the orthodox view of the Copenhagen school, proposing a 
"relative state" formulation (Everett, 1957a/b; Everett, 1973), denying the 
existence of a separate classical realm from the QM one and asserting a 
state vector for the whole Universe. According to this theory, known as the 
theory of universal wave function, the state vector never collapses, and 
hence reality as a whole is scale-free and rigorously deterministic. Ever-
ett’s idea correlates to Hierarchy Theory because it is higher levels that 
govern the lower ones by imposing boundary conditions constraining 
them. This reality, which is described jointly by the dynamical variables 
and the state vector, is not the reality we customarily think of, but is a real-
ity composed of many worlds27 as a source of potential splitting to come in 
the development of time. By virtue of the temporal development of the dy-
namical variables the state vector decomposes naturally into orthogonal 
vectors, reflecting a continual splitting of the universe into a multitude of 
mutually unobservable but equally real worlds in retrospect, in each of 
which every good measurement has yielded a definite result with the aid of 
the environmental decoherence and in most of which the familiar statistical 
quantum laws hold28. Should we dare to question the foundations of mod-
ern science? Yes, because this makes it science. And it is our job to ask 
questions. Everett’s theory is interesting for biologists because it has the 
potential to solve the riddle of entanglement in a rational (humanoid) man-
ner without invoking laws except for those specific to QM, dispensing 

                                                
27 The phrase "many-worlds" is due to Bryce DeWitt, who was responsible for the wider 
popularization of Everett's theory. 
28 Note that Everett's theory is only one of a number of alternative interpretations of quan-
tum theory dealing with the measurement paradox. Roger Penrose listed six types of inter-
pretation in his book "The Road to Reality" (Penrose, 2005, p.786), the last of which, call-
ing for further theorizing about the nature of reality, has a number of variations. The list 
includes the many worlds interpretation of Everett-Wheeler, which Penrose lists as second. 
The only reason for selecting Everett in this example is that entanglement is connected with 
the observer as a living system and the state vector, which unifies the classical and the 
quantum world. A unifying theory is a clear objective of Integral Biomathics. But there 
might be better arguments than the option/choice of having multiple worlds that motivate 
this goal. We don’t know yet.	
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with the demarcation line separating the quantum and the classical. The 
"relative state" vector implies that the two measurements in the EPR ex-
periment are each simultaneously connected (or even integrated!), by their 
very definition, with the observer, and hence automatically correlated. In 
other words, the fact that an observed object state (psi-object) is a function 
of BOTH the capital wave function of the whole universe (Psi-universe) 
AND the observer's own to himself unknown state (psi-obs) in the formal-
ism of quantum mechanics was the solution, (Rössler, 2011).  
 
Perhaps the “many worlds” theory is only a (first person) subjective reality 
incompatible with (third person) objective physics? But isn’t that another 
explanation for the information integration that Schroeder speaks about in 
his “quantum logic/coherence without quantum mechanics” (Schroeder, 
2009), cf. sections 5.8 and 7.4.3? This question shows how we are going to 
attack the riddles of biology: by being open to and discussing any good 
idea. This holds particularly for the enigma of life, the genetic system, en-
abling the preservation of historical events.  
 
The interpersonal (de)coherences in our INBIOSA discussion circle could 
be exemplified metaphorically by the following citation of one of our 
members about another one29:  
 

"Matsuno takes chemical reactions generally to be mediated by 
QM coherence with the end products falling into decoherence. 
This signals an escape from externalist 'statistical mechanics’ into 
a QM 'internalist’ mode of seeing the physical world. Matsuno ar-
gues that achieving QM coherence of chemical reactants can be 
seen as a process of mutual internal measurement -- which we will 
note, would be a semiotic process -- one which antedates the 
origin of life." (Salthe, 2008, p. 145)  

 
In short, we have discovered an interesting theoretical co-relation between 
such ideas in biology as internalism (Matsuno, 1989, 1996, 2003; Rössler, 
1998; Salthe, 2001), quantum coherence (Matsuno, 2000; Schroeder, 
2009), emergence and self-organization (Salthe & Matsuno, 1995), devel-
                                                
29 Everett's theory is contrasted with decoherence interpretations (listed third by Penrose, 
although he considers it a pragmatic, and now most common interpretation) that Matsuno is 
drawing upon. We often have disjoint and even rival views presented in INBIOSA (which 
is also the intention of the project). The important issue is, however, the consent that quan-
tum entanglement is likely to be relevant in biology, and it could be that through biology it 
will be possible to get a clearer insight into which of these interpretations is best for living 
systems, or whether some new interpretation will emerge. 
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opment and evolution (Salthe, 1993; Salthe, 2010), perception/semiosis 
(Salthe, 2005b), cognition, consciousness, first person descriptions 
(Matsuno, 2003), information, information integration and the way we use 
it30 when we actively participate in structuring the universe (Schroeder, 
2011), making science and so on: all this within the framework of Integral 
Biomathics. But isn’t that a perpetual interaction and circulation of Plato, 
Aristotle, Kant, Hegel, Schelling and others?  
 
Which are the major challenges on the three junctions described in the 
previous sections?  
 
Aristotle: A new challenge awaiting us will be: how to appreciate the class 
identity that can outlive the individual identities in our current practice of 
the empirical sciences? In physics, it has been common practice to con-
ceive of the class identity of the atoms or molecules of the same kind only 
in terms of their individual indistinguishability. However, once we enter 
the biological realm, the situation becomes drastically changed. Even if the 
physicist cannot distinguish this from the outside, there arises the not un-
likely possibility that a material body may maintain its identity through a 
constant exchange of its constituent material subunits.  
 
A partial list of challenging questions, which can be addressed, reads as 
follows: 
 
    1. Does the exchange of materials assume an irreducibly fundamental 
significance, even without prior participation of possible cellular struc-
tures? (This question is related to another basic question seen e.g. by Put-
nam of whether the exchange of materials could be as fundamental a prop-
erty as (in the context of the material body referred to in isolation) its 
inertia.) 
    2. What could the principal characteristic of a material body, whose 
class identity can outlive the individual identities of the constituent materi-
al subunits, be? 
    3. How does the flow of time unique to cyanobacteria differ from a 
similar flow of time so obvious to the physicist (except for Boltzmann)? 
(The question is how cyanobacteria experience what the physicist calls 
time, rather than how the physicist reads time into what cyanobacteria are 
doing.) 

                                                
30 being ‘mechanisms’ of information integration in our brains, which create what we expe-
rience as mind 
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    4. How influential could the likely existing network of the various bio-
logical clocks be on the distinction between the class identity and the indi-
vidual identities? (Even in cynanobacteria, the clockwork of the KaiC pro-
tein requires ATP as the phosphate source, and this again requires a 
different kind of clocks for its own synthesis. The activity of signs also re-
quires an attribute of time, e.g. an activity through some sort of medium. 
The same applies to action, reaction, synchronization and the like. The 
question is: from where can we recruit what is eventually called time that 
could apply to whatever material agencies?) 
    5. How can we describe31 the synchronization of various clocks of mate-
rial origin without relying upon the equation of motion? (If we employ a 
form of the equation of motion for describing the possible scheme of syn-
chronization, this would turn out to be self-defeating in the sense that it has 
already assumed the flow of time equated to the displacements of the state 
variables – unless time does not flow in physics as Boltzmann claimed.)  
    6. How can we estimate the robustness of a complex network of various 
clocks operating upon the distinction between the class identities and the 
individual identities32? (An answer to this question may be relevant to how 
and to what extent each biological species including ours can remain ro-
bust in the whole network. Addressing this kind of problem is possible in 
the framework of the present methodology since the flow of time is here 
tentatively attributed to each material body’s capability of making a dis-
tinction between the class identity and the individual identities.)   
 

                                                
31 Note: Here is a deep confusion that is inevitable for all of us who can speak. All of us are 
inclined to think that time is irreducibly fundamental unless asked otherwise. However, this 
strange stipulation simply does not apply to biological organisms other than our human be-
ings. Time for us is a representation of something enigmatic. All of the other biological or-
ganisms experience that “something” directly without using the tag “time” as we do. The 
underlying question is: how can we distinguish time as a representation from the original 
object to be represented eventually as time by us. 
32 For instance, individual dogs are always "dog-like", even if the internal clocks vary from 
one dog to another. A dog is "dog-like" in the human frame of mind, not in the dog’s mind. 
In a sense dog-like-ness is a timeless abstraction. But, individual dogs are different (El-
sasser, 1981). How different? In particular, their bodies are constantly exchanging their 
constituent material elements. The individual identity of each carbon atom entering their 
bodies is traceable only over half a year at most. When we say that the major ingredients of 
dogs bodies are carbon atoms, what we refer to by the tag “carbon atoms” are not the car-
bon atoms to be distinguished individually, but the class property of the carbon atoms that 
can be maintained in their bodies even if each one of them is replaced by another one of the 
same kind (as implied in physics). Metabolism in biology makes any organism as a material 
manifestation of the class identity when viewed from the perspective of the participating 
atoms. Each atom in the material world has both the individual and the class identity. The 
question is about how can we distinguish between these two? 
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Plato: From a logician's perspective, Everett's "interpretation" is the literal 
(technically, the free or Herbrand model) of quantum mechanics without 
collapse (Everett, 1957a/b, 1973). Everett only applies the wave equation 
to the couple made of the physicists and the observed particle. The work of 
Marchal (2001; 2004; 2005) is very similar, in the context of digital me-
chanics. Starting from a well defined distinction between first person and 
third person in the mechanist frame, Marchal discovers that physics be-
comes reduced to an internal many worlds, or probably better "many 
dreams" statistics on semi-decidable arithmetical relations (computations), 
where a dream is defined by a computation seen in some precisely defined 
first person perspective. These works accomplish a reduction of physics to 
the biology (or psychology, or theology33) of numbers (or digital ma-
chines).  
 
It shows that Everett's way of embedding the subject (physicists) in the ob-
ject (the quantum wave) necessarily has to be extended into an embedding 
of the subject (mathematician, biologist, theologian) into arithmetic, and 
that this leads directly to an arithmetical quantum logic justifying why, 
from the points of view of 'number', physics seems linear, symmetrical and 
having many branches interfering statistically. It is the only precise theory, 
which provides a testable explanation of where the laws of physics come 
from, and which exploits the incompleteness phenomenon to distinguish a 
mathematically precise theory of quanta from a more general theory of 
qualia. The quanta appear to be first person plural sharable qualia. Marchal 
argues that the gap between proof and truth that machines can infer when 
introspecting themselves (a possibility already seen by Gödel), justifies the 
use of the term "number's theology" instead of biology or psychology. It 
shows also that Rössler's endophysics (1987; 1990; 1998) is naturally ex-
tended into an endoarithmetic once we assume digital mechanism.  
 
A key question to answer on the way is: how could we save the best of the 
Platonic world in the wild if the phenomenon called time is not an illusion? 
 
Kant: Kant (2003) based his synthesis on the distinction and opposition of 
the understanding, structured by categories and the sensibilities reflecting 
                                                
33 Marchal defines the theology of a machine by the arithmetical truth about it, or involving 
it (in third and/or first person views) minus what the machine can prove about itself. He 
sums it up often by saying that theology is Tarski's truth minus Gödel's provability. This 
gives a "toy" theology of the ideally self-referentially correct machine. It provides a theolo-
gy close to early Platonist theologies, which include physics as a sub-branch. Indeed, he 
proposed a complete and testable arithmetical interpretation of Plotinus’s neoplatonist the-
ology (Marchal, 2007), including his "two matters" theory (sensible and intelligible matter). 
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external structural characteristics of reality. The former basically defined 
the idea of an object (thing) in general; the latter identified its instances. 
They were related by means of schemata such as time or space without 
which there could be no explanation about how categories can function to 
organize sensibilities. It is clear that Kant's idea of schemata, although ex-
tremely obscure, served as the uniting element of his philosophy of know-
ing. The choice of time and space as schemata can be interpreted as a re-
flection of the mechanistic view of the reality influenced by the success of 
Newtonian paradigm. It implies that objects are assembled by schemata in-
to an organized whole, which can be studied in a mechanistic way. 
 
Our task is to review both the categories of understanding and the idea of 
schemata, to prevent the bias of the mechanistic view of the world. To 
some extent the initial steps in this direction have been taken by Humberto 
Maturana and Francisco Varela (1980), who focused their study of the 
foundations for the comprehension of living systems on the relationship 
between concepts of structure and function, with the autopoietic process as 
a uniting element. However, this framework is too narrow to provide a 
comprehensive vision of reality. Also, their explanation of the concept of 
autopoietic machine includes references to the spatial separation from the 
world outside and to the temporal aspects of perpetuation. Therefore, alt-
hough autopoiesis remains an important concept characterizing living sys-
tems, it lacks generality and independence from more fundamental refer-
ents, which are necessary to initiate building of a new synthesis. For 
instance, the transition from the traditional focus on substantial aspects to 
organizational (relational) ones is, in the case of living systems necessary, 
but it is not obvious and very doubtful that the category of substance can 
be left without any counterpart. 
 
The work on such tasks should proceed from beginnings in Aristotelian 
categories through Kant's more elaborate, but much less clear system of 
categories, sensibilities and schemata, to a system all of whose elements 
are clearly justified. In addition, it is important to analyze the mutual rela-
tions of these elements, in particular relationships between the categories, 
or whatever would take their place. If we want to retain the framework of 
Kant's synthesis, one key question we have to answer on the way is: how 
could we naturalize the Kantian schemata for space and time in the face of 
the latest version(s) of quantum mechanics at the turn of the 21st century? 
In other words, do we need to revise Kant’s synthesis? 
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Conclusion: Everett's interpretation is not the only choice among all other 
alternative theories of QM. In particular, it is based on concepts of the old, 
original wave function formalism which does not require mathematical 
elaboration and remains very useful in practical applications, but, because 
of the involvement of accidental, only historically justified elements and 
the lack of generality is of less value for understanding QM34. However, 
theories such as Everett's also have some merits: in provoking the estab-
lished methodology of thinking, in the virtue of Aristotle's potentiality 
principle, in the conception of gedanken-experiments and in the scientific 
discussions that precede adequate choice and (if necessary) development 
of the mathematical apparatus. This is what really counts, but is usually 
neglected, when planning and doing science. Most of the time is used for 
thinking, which cannot be measured in physical, let alone, monetary units. 
Therefore, the Integral Biomathics approach aims to minimize presupposi-
tions and consider all possible interpretations of physical theories for as-
sessing their value in explaining life. It is interesting to note that very dif-
ferent approaches as those of Everett's, Marchal's and Schroeder's lead to 
some similar conclusions by involving the observer in the equation. This 
correlation must mean something. To answer what we need to do more re-
search. Nevertheless, theoretical advances in QT and its impact on biology 
are one issue, and their empirical evidence is a different one. Theoretically, 
QM effects might affect a macromolecule35, but such events would be in-
dividual. The question is: how do they accumulate in order to have an ef-
fect on the cell? There are differing opinions:  
 

"Neurobiologists and most physicists believe that on the cellular 
level, the interaction of neurons is governed by classical physics. A 
small minority, however, maintains that quantum mechanics is im-
portant for understanding higher brain functions, e.g. for the genera-
tion of voluntary movements (free will), for high-level perception 
and for consciousness. Arguments from biophysics and computa-
tional neuroscience make this unlikely." (Koch & Hepp, 2007)  

 
The quest continues, e.g. (Georgiev, 2011).  
 

                                                
34 In particular, this formalism cannot accommodate superselection rules, which show that 
actual physical systems considered as quantum ones are partially quantum and partially 
classical. 
35 Salthe places them in the chemical realm on the basis of scale compared with the size of 
the cell (Salthe, 1985). 
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7.6 A Unifying Formal Framework  

In biology, classical models (mostly based on non-linear differential equa-
tions, dynamic systems, graph theory, stochastic processes or information 
theory) are well adapted to study local problems, but it is impossible to ex-
trapolate global properties of a system from its local features. For example, 
in a cellular system, the molecules that make up the cells follow different 
laws from those at the level of cells, even though both molecules and cells 
are part of the same whole. Moreover, each part operates on its own time 
scale, and these temporal variations play an essential part in the evolution 
of a system.  So we need to develop another frame in which both local and 
global problems can be analyzed. Category Theory is a good candidate for 
providing the unifying formal framework for Integral Biomathics, in par-
ticular to propose solutions to some of the problems indicated in the pre-
ceding sections. 
 

7.6.1 Why Categories? 

Category Theory (CT) is strongly related to graph theory. A category is a 
(directed hyper) graph36 plus an internal composition of directed arcs. Con-
versely, a graph generates the category of its paths, obtained just by adding 
its paths as new edges (with convolution as composition). Eilenberg and 
MacLane introduced Category Theory in the early 1940’s; it has a unique 
status, at the border between mathematics, logic, and meta-mathematics. It 
was introduced to relate algebraic and topological constructs, and later its 
foundational role in mathematics and logic was emphasized by several au-
thors, for example, in the theory of topos developed by Lawvere and Tier-
ney, and in the sketch theory developed by Ehresmann. In particular it pro-
vides a single setting unifying many domains of mathematics and makes a 
general concept of structure possible. Categorical logic is now a well-
defined field based on type theory for intuitionistic logics, with applica-
tions in functional programming and domain theory, where a Cartesian 
closed category is taken as a non-syntactic description of a lambda calcu-
lus (Church, 1940; Lambek, 1986).  
 
Category Theory, seen as an analysis of the main operations of the "work-
ing mathematician", reflects some of the prototypical operations that man 
does for making sense of his world.  

                                                
36  Here we restrict ourselves to 'small' categories whose objects form a set. In general, 
'large' categories are also accepted. Lawvere has shown how Category Theory can serve as 
an alternative to axiomatic set theory (Lawvere, 1966).  
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Among these operations are formation, dissolution, comparison, and com-
bination of relations between objects (morphisms and their composition in 
a category); synthesis of complex objects from more elementary ones ("co-
limit" operation); analysis (decomposition of complex objects); optimiza-
tion processes (universal constructions); formation of hierarchies of ob-
jects ("complexification"); classification of objects into invariance classes 
(formation of concepts as projective limits).  
 
As these operations are at the basis of science, it explains the interest of 
applying Category Theory in other scientific domains. For instance, cate-
gories propose new perspectives on the foundations of physics (e.g., using 
higher order categories and "higher symmetries") for studying quantum 
field theories, quantum gravitation, string and D-branes theory (cf. Baez, 
Coecke, etc.). In the late fifties, Robert Rosen introduced categories to de-
velop a relational biology.  
 
A 'dynamic' Category Theory (incorporating time and durations) is at the 
basis of the Memory Evolutive Systems (Ehresmann & Vanbremeersch, 
1987, 2007), which give a frame for hierarchical natural systems with a 
multi-agent, multi-temporal self-organization, such as biological systems, 
cognitive systems or social systems. MES simultaneously cover the local, 
global, evolutionary and temporal aspects, in particular analyzing how the 
interplay among the possibly conflicting local logics of the co-regulator 
agents can lead to a 'less disruptive' global logic merging most of them into 
a higher synthesis. Among the categorical tools used in MES figure the 
(co)limit operation to model the hierarchy. Goguen, a well-known comput-
er scientist (who died in 2006), one of the first to use categories, had pro-
posed to use this operation already to this end in 1970 (Goguen 1970). 
However even in his later works (e.g., Goguen, 1992), he does not con-
template the main problems studied in MES. For instance in their first 
1987 paper on hierarchical evolutive systems, Andrée Ehresmann & J.-P. 
Vanbremeersch already apply colimits in a more elaborate manner to de-
velop a theory of emergence and complexity and to construct the "com-
plexification process" (which relies on previous works of Andrée and 
Charles Ehresmann (A. Bastiani-Ehresmann & C. Ehresmann, 1970-1972). 
And there is nothing in Goguen's work (e.g. Goguen, 1992, based on sheaf 
theory) that relates to the 'dynamic' aspect of MES with its multi-temporal 
self-organization as developed in (Ehresmann & Vanbremeersch, 1990, 
2007).  
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7.6.2 The Memory Evolutive Systems (MES) 

The Memory Evolutive Systems (MES) provide a mathematical model for 
autonomous evolutionary systems of higher complexity, such as biologi-
cal, neuro-cognitive or social systems. Such systems have a tangled hierar-
chy of interconnected components varying over time; their self-
organization is directed by a net of mutually entailed functional regulatory 
subsystems, the "Co-Regulators" (CRs), each operating with its local logic 
at its own complexity level, with a specific timescale and a differential ac-
cess to a central flexible memory; where successive experiences can be 
stored and later retrieved for better adaptation. The model developed by A. 
Ehresmann and J.-P. Vanbremeersch since 1987 (Ehresmann & Van-
bremeersch, 2007; for a summary, cf. the paper by Ehresmann and Sime-
onov in this volume) is based on a 'dynamical' theory of categories which 
provides a frame for studying the following problems:  
 
    1. The Binding Problem: how do simple objects bind together to form a 
complex object forming "a whole that is greater than the sum of its parts"? 
(The "whole" C is represented by the 'colimit' (Kan, 1958) of the pattern P 
formed by the interconnected simple "parts", explaining how the class 
identity (or complex identity of C) can be preserved while the "individual 
identity" of the components of P varies? And what are the simple and 
complex interactions arising between complex objects? The simple links 
just bind clusters of links between lower level components. However it is 
proven that "complex links" can emerge when the system satisfies the 
"Multiplicity Principle" (MP), a kind of "degeneracy" (in Edelman's sense, 
1987), ensuring the existence of 'multiform' objects admitting functionally 
equivalent, but non-connected, lower order realizations. These complex 
links compose simple links binding non-adjacent clusters, and they reflect 
global properties of the lower levels not observable locally at these lower 
levels.  
    2. The Emergence Problem: how to measure the 'real' complexity order 
of an object and to characterize the property allowing for the formation of 
objects and processes of increasing complexity orders through successive 
"complexification processes" over time? The complexification process ex-
plains how new categories can 'emerge' and gives an explicit description of 
them. A major result proves that MP is the necessary condition for the 
emergence  of objects and processes of increasing complexity order 
through iterated complexifications; for instance the emergence of complex 
organisms, or of higher cognitive processes (as explained in MENS, cf. 
Section 8.1.3). And MP clarifies the difference between "mechanisms" and 
"organisms" (in Rosen's terminology). 
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    3. Multi-scale self-organization: how is the dynamic of the system gen-
erated internally, through the competition/cooperation between its net of 
coregulators, each operating as a hybrid system, at its own rhythm and 
with its own logic? Each coregulator selects a procedure on its "land-
scape", but their various procedures may conflict, requiring a global equi-
libration process, the interplay among coregulators, a kind of selection 
process among them, to which the Multiplicity Principle provides more 
flexibility. This process must respect the temporal constraints expressed by 
the "synchronicity laws". It leads to the global logic which will be imple-
mented, possibly causing loops of dysfunction/repairs between the coregu-
lators. 

 
The MES model leads to several applications, for instance:  
 

(i) Efficient methods for ubiquitous complex events processing, in 
particular leading to a Theory of aging for an organism (cf. Section 
8.4).  
 
(ii) Model MENS for a neuro-cognitive system (cf. Section 8.3). It 
is a MES obtained by successive complexifications of the evolu-
tive system modeling the neural system of an animal.  
 

MES allow incorporating typical biological properties, and also physical 
ones, for the first time in a formal mathematical framework. However they 
do not tell the whole story of living systems.  
 

7.6.3 Open Problems  

Up to now, the MES theory comprises the following characteristics:  
 

Advantages: The MES theory offers a model, which simultane-
ously takes account of the hierarchy, complexity and dynamic 
multi-agent multi-temporal self-organization (beyond autopoiesis). 
Its main result is the singling out of the Multiplicity Principle 
(MP) at the basis of emergence of higher structures and processes, 
providing the only explanation of emergence we know at this mo-
ment. 

 
 



                                                                                                        85 

______________________________________________________________________________ 

Weaknesses: Theoretically, MES cannot solve the difficult prob-
lem of interplay among CRs; we point to the temporal constraints 
given by the synchronicity laws, but there are many other con-
straints, which should be taken into account. Besides, we need to 
answer the question of how to deduce a global logic from more or 
less conflicting local logics, each with multiple instantiations. 
Practically, the above issues are not easily amenable to computa-
tions of any kind to this moment. A possible approach for a more 
dynamic computing/communications approach to these problems 
could be through the Wandering Logic Intelligence (Simeonov, 
2002a/c). This is what Ehresmann and Simeonov propose in their 
paper in this volume, (Ehresmann & Simeonov, 2012).   

 
Another problem is to take account of the fact that living systems exhibit 
supplementary structures. To account for them, (the configuration catego-
ries of) a MES can be "enriched" with these structures. It is easy with to-
pologies or higher categories. It is more difficult to introduce the kind of 
randomness natural phenomena exhibit (for instance the firing of a neuron 
when the depolarisation is above threshold generally occurs only with 
some probability). An important step in this respect would be to introduce 
a notion of "stochastic" category in which the composite only exists with 
some probability. 
 

7.7 Conclusions and Outlook  

The new paradigm of Integral Biomathics distinguishes physical struc-
tures from functional structures, the former being defined in physical terms 
while the latter are defined in terms of their behaviour.  In physics there is 
little difference between the two in that structure or constitution tends to 
determine behaviour while given some observed behaviour one is often 
able to determine the structure that is responsible.  In biology, on the other 
hand, there may be no specific structure associated with a given function; 
instead there are many ways to achieve a given goal: the functionality acts 
a filter determining which structures are possible. 
 
Functionality is not entirely straightforward either, as it is typically 
achieved through a number of components working together. Thus, an im-
portant aspect of functionality consists in components learning to play 
their part in a larger system, consisting of two or more components.  In 
some cases this involves systems learning to recognize signs and respond-
ing appropriately. In other cases a function is developed by a less con-
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strained process, which can be characterized as play.  These processes all 
go towards making a biosystem behave as a unitary whole, with a particu-
lar perspective of its own.   
 
This tendency to create “wholes” extends to the environment of a biosys-
tem, as each particular unit finds niches in which it can function effective-
ly.  In an even subtler mode, signs may find niches where they are effec-
tive, as in our use of language. 
 
Another unique aspect of biological systems is that as they evolve, they 
create new signs and new niches. Niche creation is a relatively new and 
rapidly growing field of study, mainly in ecology (Ulanowicz, 1986; 
1997), but it is a concept that applies to all levels of organization.  One of 
the most intriguing aspects of niche creation is that it is often the excreta of 
one organism that creates the niche for another (classic examples being 
oxygen, which poisons anaerobes but created a new niche for aerobic or-
ganisms, and dung and the evolution of dung beetles).  
 
Furthermore, the concepts of selective retention of some components and 
the selective elimination of others also seem to be unique to biology. A 
further twist is provided by the idea of complementarity (s. section 5.1). 
Complementarity relates to the ambiguity of reality in our perception of it. 
The fact that we may view, for example a situation or thing as one entity or 
alternatively as another entity, or even choose between the two to fit our 
purposes, reveals Nature, as it were, offering us options. 
 
The usual ways of characterizing Nature loses these subtleties, treating Na-
ture in objective terms, assuming we can master it cognitively and say def-
initely what is there.  With the concepts discussed above we can start to 
consider the question 'what is really going on', in the new light of Integral 
Biomathics. 
 
 
8. Initial GTLS Application Domains  

This section describes the efforts to apply this general theory in many do-
mains, with special emphasis on cross-disciplinary problems and multiple 
domains spanning both “hard” and “soft” sciences. The result will be a co-
herent collection of computationally hostable analytical techniques. 
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The following sections present a non-exclusive list of applications in 
Brain/Mind Science using Category Theory as major tool. 

8.1 Fusing the Different Levels of Brain/Mind Modeling  

At the synaptic and neuronal level, since Hodgkin-Huxley’s seminal work 
in the early 50’s, we have accurate biophysical models of single neuronal 
dynamics. Sophisticated computational models have been produced since 
then, but neuroscience itself has remained fragmented at the different lev-
els of organization in the brain. These are the microscopic level of neu-
rons, the mesoscopic level of networks of neurons, and finally the macro-
scopic level of whole brain areas in which cognitive function arise. Thus, 
we have a whole host of mathematical structures and frameworks to fuse 
together. Each one of them has to be evaluated regarding its effectiveness 
in order to decide how it could be developed further into a larger frame-
work for which we are searching.  
 
The use of mathematical tools, such as Category Theory combined with 
stochastic continuum neural field theory and related dynamical systems 
analyses, will give a common underlying framework to obtain variables re-
lating the different levels of description (micro, meso, macro) for studying 
these mechanisms, and for explaining how they may lead to the emergence 
of higher cognitive processes. Computational models of the hippocampus 
(Burgess, 1994; Arleo, 2000) state that the sum of a set of elements (grid 
cells) directly produces another element, a place cell. In doing so, these 
models take for granted that the properties of the sum are directly reduci-
ble to those of its components. This strict form of reductionism is at odds 
with the nature of complex systems. Gomez-Ramirez (2010) has used Cat-
egory Theory for modeling the formation of place cells from grid cells in 
the hippocampus in a non-reductionist way. The cooperation of the grid 
fields gives rise to a colimit, which is a place field.  

8.2 Scale-free Dynamics  

An object that presents invariance over changes of scale of observation is 
scale invariant. This is a symmetric property of paramount importance in 
mathematics and natural science. Simply stated, scale invariance means 
that the object reproduces itself on different time or spatial scales37.  For 
example, it presents self-similarity in a geometrical context. Scale free dy-
                                                
37 In a topological context, it is interesting to note that a scale-free network is one that does 
not have a specific scale of the size of connection e.g. power law distribution is scale-free 
(Barabási, 1999) 
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namics refers here to the invariance of the equations that describe the dy-
namics of the system. Thus, given an observable O i.e. an equation, which 
depends on the parameter x, we say that is scale invariant under the change 
of x by αx, if exists a number, φ(α), such that O(x) = φ(O(αx)) . For a 
more in depth characterization of scale invariance, and other related phe-
nomena like self-organized criticality or fractality, see for example  (Sor-
nette, 2000; Embrechts 2002). 
 
Studies on scale invariance in the brain are being spurred thanks to the 
progressive increase in spatial and temporal resolution of recording tech-
niques. It has been recently demonstrated (Expert et al., 2010) that even 
fMRI data when appropriately analyzed, exhibits self-similarity and hier-
archical structure at all length scales. Indeed, the apparent heterogeneity of 
various parts of the brain hides some general mechanisms at the basis of its 
functioning.  In particular, it is well known that mental operations depend 
on the activation of synchronous neuronal groups, different such neural 
groups having the same role. We explore the concept of meaningful pat-
terns, which is similar to the term “cognit” coined by the neurobiologist J. 
Fuster (Fuster, 2005) and with the concept of “neurocognitive networks” 
conceived by S. Bressler (Bressler, 2007). The neural populations at the 
mesoscopic level in the olfactory bulb studied by W. Freeman (Freeman, 
2000) are also similar to our meaningful patterns. 
 
However, the identification of meaningful networks or patterns that ex-
press those cognitive functions, which are what this theory promises, is, as 
is recognized by its own proponents, simply daunting.  Indeed, when deal-
ing with broadly distributed connections of a large number of components, 
highly coupled with non linear dynamics, the resulting behaviour of the 
neurocognitive networks are, in many cases, impossible to control and 
predict.  
 
The problem is as follows: assuming that we know how to describe the dy-
namics that neurons would exhibit in isolation, and assuming that the dy-
namics of the temporal patterns of those isolated neurons have a well-
known long-term behaviour, like for example stable fixed points or chaotic 
attractors; if we couple those systems together the global behaviour is still 
missing.  
 
This is the essence of Complexity Science: understand the global dynamics 
of complex systems, consisting of a number of elements, strongly coupled 
and with highly non-linear dynamics.  
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We believe that i) by acknowledging scale free dynamics hypothesis, and 
ii) by using mathematics like Category Theory combined with other meth-
odologies of complexity sciences such as Network Theory, a more effec-
tive and fruitful approach in the unveiling of meaningful patterns in the 
brain will be possible. Scale-free dynamics of neocortex are characterized 
by hierarchical self-similarities of patterns of synaptic connectivity and 
spatiotemporal neural activity (Freeman, 2007). We are going to develop a 
novel framework to investigate the structure of complex brain networks, 
based on Category Theory, combined with statistical mechanics to model 
high-dimensional complex data. 
 

8.3 The Model MENS  

MENS (Ehresmann & Vanbremeersch, 1990, 2007, 2009) is an application 
of MES (cf. Section 7.6) to a neuro-cognitive system. This hierarchical 
model has the neural system at its base with its neurons and synaptic paths 
between them. The components of higher levels, called category-neurons, 
represent increasingly complex mental objects or processes obtained as the 
colimit of each synchronous neural (hyper-)assembly which they activate. 
Such category-neurons are obtained from the neural level by iterated com-
plexification processes, and they have multiple physical realizabilities into 
neural 'pyramids'. The model accounts for the formation of a flexible inter-
nal model of the Self, the Archetypal Core, and explains how it is at the 
root of the emergence of higher mental or cognitive processes, up to con-
sciousness (Ehresmann & Vanbremeersch, 2002, 2009). For a more pre-
cise discussion, please refer to (Ehresmann, 2012) in this volume. 
 

8.4 Application to Complex Event Processing: A Theory of Aging  

Organisms such as living systems have a multi-agent multi-temporal self-
organization. In MES the agents are the coregulators (CRs). Each CR op-
erates locally stepwise with its own rhythm, logic and partial information. 
However, their commands to effectors must be coordinated through 'inter-
play' among CRs, which, as said in Section 7.6.2, causes dysfunctions 
(fracture, dyschrony or even the need for re-synchronisation) to the CRs 
whose commands cannot be realized. In particular the temporal constrains 
of each CR must be respected, and hence the synchronicity laws relating 
the period of a CR to the stability span of the intervening components and 
the transmission delays between them; these laws are indicated by 
(Ehresmann & Simeonov, 2012) in this volume. 
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Failure to respect these laws may lead to loops  
 

fracture à   repair à fracture… 
 
between CRs of different levels, possibly leading to a re-synchronisation 
of some CRs.  
 
One application is an Aging Theory for an organism, through a cascade of 
re-synchronisations for physiological co-regulators of increasing levels 
(Ehresmann & Vanbremeersch, 1993). This theory agrees and unifies most 
known physiological theories. On the other hand, Zlotin's work (Zlotin, 
1972) forms the physical basis of a theory of aging, which applies to all 
dissipative systems (Salthe, 1993).  
 
Other applications of this process have been developed for complex event 
processing for various organisms (Ehresmann & Vanbremeersch, 2011), 
leading to a methodology for anticipation using complex switches between 
different realizations of multiform objects to generate complex scenarios. 
 

9. The GTLS Test Cases  

This section describes the theory’s test cases. These are designed to 
demonstrate, prove and communicate the results. The problem is one that 
spans physics, chemistry, biology, societies and societal dynamics. It re-
quires integrated measurable results at many levels, and it is in a general 
area known to present “grand challenges” to existing methods. 
 
A key aspect of understanding the brain and other complex systems is to 
appreciate the logic in relatively small and simple sets of information. The 
goal should not be complexity per se, but design systems that provide 
complex functions, without structural complexity. Thus the goal is to elim-
inate complexity from the design side. If we can do that we can understand 
complexity in biological systems. This can only be done by grasping the 
underlying principles, such us robustness, stability etc. We need to go 
small for doing that, e.g. to start with small complex systems like the e. 
coli. In the following we propose three projects as test cases. 
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9.1 WLIMES  

Living systems are systems with a tangled hierarchy of interconnected 
components varying over time, with a multi-scale self-organization. As 
explained in section 7.6, the Memory Evolutive Systems, MES (Ehresmann, 
A. C., Vanbremeersch, 2007) provide a mathematical model based on a 
'dynamic' category theory for such multi-scale complex systems. However 
MES are not yet amenable to some kind of "computation". 
 
The Wandering Logic Intelligence, WLI (Simeonov, 1999-2002a/c), is an 
open, hierarchical and dynamically structured model for communication 
systems. It enables the design of a special class of ad-hoc mobile active 
networks, Wandering Networks (WN), defined by the following character-
istics:  
           a) flexible, multi-modal specialization of network nodes as virtual  
               subnetworks;  
           b) mobility and virtualization of the net functions as hardware und  
               software;  
           c) self-organization as multi-feedback-based topology-on-demand.  
 
Network elements can contain several exchangeable modules capable of 
executing diverse network functions in parallel. They can be invoked, 
transported to or generated in the nodes upon delivery of mobile code 
about the node’s behaviour. For this purpose, both the processing nodes 
(ships/netbots) and the information packets (shuttles) are active (i.e. exe-
cutable), exchangeable, re-configurable and programmable. The WN ele-
ments are of temporal character; they can be created, configured and re-
moved. Functions can change their hosts, wander and settle down in other 
hosts. 
 
WLI is a technical concept taken from the domain of biology, i.e. a "bio-
inspired" mechanism with the goal of solving problems of growing com-
plexity in communication networks. It combines the issues of information 
processing, exchange, storage and virtualization into a robust operational 
engineering framework.  
 
The solutions are distributed "human-designed" self-organization algo-
rithms such as WARAAN (Simeonov, 2002b) and HiPeer (Wepiwé & 
Simeonov, 2006) implemented as conventional Turing Machine computa-
tion. They are artificial constructs and run essentially as any other commu-
nication protocol or resource discovery scheme. The only distinction is 
their inherent growing behavioural complexity achieved by "memorizing" 



92                                                                                                            

______________________________________________________________________________  

and distributing navigation and structural information about the evolving 
environment “locally” in the genetic code of the shuttles when traversing 
the netbots.  
 
Now, WLI as an extracted-from-Nature model can be applied back to bio-
logical systems in a series of iterations to ensure its verification. The most 
characteristic concept is the one of fractal virtualization of resources and 
its continuous multiplication in terms of “software chunks” over time, 
which does not really have analogs in biology and physiology.  
 
Therefore, one of the intended projects is to combine the two approaches 
WLI and MES into a novel theoretical model framework, WLIMES, the 
Wandering LIMES, the suitability of which has to be verified against real 
world biological systems. In particular this frame could approach the com-
putational problems raised by MES. The idea is that the CRs of MES and 
the netbots of WLI play similar roles. What of the shuttles? In MES a link 
is 'active' at t if some information passes through it. This information of 
various kinds (physical, chemical, code, etc.) could be carried by shuttles, 
which activate several consecutive links on their way.  
 
One of the main problems for making MES amenable to computation is 
the 'interplay' among the CRs. Indeed the commands sent to effectors by 
the various CRs at a given time can be conflicting. In terms of WLI it 
means that there are competitive shuttles. Can WLI methods be extended 
to solve this problem? We will try to answer this question. 
  

9.2 Hyper-B  

The importance of scale to biological systems makes it imperative that one 
of our test cases should face this issue head on. Our second project ad-
dresses the properties and operation of a multiscale complex computational 
hierarchy, as briefly described earlier. 
 
Following the description of Section 5.2 of this document (‘Scale and 
Hyperscale’) such a computational hierarchy will consist of alternating 
levels of logical ‘normality’ and logical ‘complexity’. The former will be 
provided by InfoMax, a currently successful cortical processing model, 
(Cottam et al., 2000), while the latter will be modeled using Schroeder’s 
(2009) informational integration ‘quantum logic without quantum sys-
tems’. In many ways this project is parallel to WLIMES, but its grounding 
philosophy and integrated mechanisms are very different. This follows 
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from the Integral Biomathics approach of testing different approaches to 
the same target – that of modeling biosystems. 
 
Hyper-B will start by establishing a single computational scaling model – 
where data at one level becomes contextualized to information at another. 
The following phase will be to couple more than one of these computa-
tional schemes together to represent the multiscale nature of biology. In 
doing so, the information created at one level becomes the data for the 
next, as the context itself will be scaled. As indicated in Section 5.2, inter-
level transit appears to resemble quantum error-correction techniques, and 
this will be simulated by the collection of contextual ecosystemic infor-
mation at one level to facilitate transit to a higher one. 
 
This kind of scheme is neither bottom-up, nor top-down in character: 
propagation in both of these directions is necessary to instill the required 
cross-scalar correlations, which will lead to the generation of a global sys-
temic identity. 
 
We envisage two different ways in which the resulting computational as-
sembly will be accessed by considering applications. The first corresponds 
to a scheme, which was put forward in 1991 (Cottam et al.) to provide 
computational responses to threats within a limited time-window. This 
kind of survival computation envisages access to a hierarchical assembly 
by propagating a (threatening) stimulus internally from the highest hierar-
chical level towards the lowest. Each successive level takes more and more 
processing time, but results in progressively greater accuracy of response. 
Waiting as long as possible during the available window of time then 
yields the ‘best’ response possible.  
 
The second way in which we envisage access is through a separately com-
puted hyperscale representation of the multiple scales. This hyperscale 
representation will be created in a manner similar to that integrated the 
multiple scales themselves – by a combination of quantum logic without 
quantum systems and InfoMax. In this case, all of the scales will be simul-
taneously accessible, but only with a reduced precision (as the scales 
themselves are partially enclosed when viewed from outside). The net re-
sult here will be a systemic identity which takes account of the degrees to 
which individual scales are enclosed (and therefore partially inaccessible), 
and which delivers a systemic image which is biased towards the naturally 
most open, and therefore most representative scales. 
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9.3 Morphogenesis  

A third test case could be the realization of a computational framework 
dedicated to the generation of multi-scale models of living tissues and or-
gans. The framework would be founded upon the self-organizing princi-
ples of morphogenesis. One of the most spectacular and fascinating mani-
festations of self-organization in living systems is embryogenesis and the 
morphogenesis of organs during the developmental phase of the embryo. It 
is during this phase that the exceedingly complex and interwoven struc-
tures of tissues and organs are grown out of a “disordered” mesenchyme. 
Only morphogenetic-based methods will be able to produce realistic multi-
scale 3D models of tissues and cells. Manual modeling can only produce a 
stereotyped organization by concatenating parametric “template” elements. 
Today’s modern imaging systems (RMI, scanners) can provide gross ana-
tomical features but are a far cry from “showing” the intricate capillary 
and lymphatic networks and nerve structures around, say, a small group of 
cells. Yet, if building models of living tissues and organs is the goal, we 
need to model all the dynamics that occurs around and within its most im-
portant unit: the single living cell. The structures involved are individually 
complex, interwoven, and anisotropic in their physico-chemical properties.  
 
The challenge then is to devise self-constructing models that can simulate 
the self-organizing processes that underlie embryogenesis, growth and 
adult-life adaptation.  
 
Living tissues are highly complex and intertwined. They perform functions 
like mass transport. And any attempt to model such functions requires 
shape information at all levels of detail before setting the boundary condi-
tions across each interface (e.g. flux, partial-flux or no-flux across bounda-
ries for a given chemical species). Thus an important part of modeling life-
like tissues lies in producing realistic multi-scale 3D morphologies, 
boundary conditions and incorporating the anisotropic properties of the 
system under study. This is particularly true when modeling living organ-
isms.  
 
Understanding the morphogenesis of tissues and organs from a single cell 
will open the window to Nature’s secret of generating forms of tremendous 
complexity from the initial egg structure. Despite this complexity, funda-
mental research in developmental biology seem to confirm that morpho-
genesis results from coordinated cell behaviour such as signaling motion 
and aggregation, division, differentiation and apoptosis (Dressler, 2006).  



                                                                                                        95 

______________________________________________________________________________ 

The process is initiated by inductor cells and coordination is mediated by 
short-range direct cell-cell and cell-extra-cellular matrix interactions as 
well as medium to long-range interactions mediated by chemical and elec-
trical morphogenetic fields. It is the spatiotemporal organization of these 
interactions that determine the final structure.  
 
This test case addresses many issues of the INBIOSA research program. 
Indeed, the following points could be studied: 
 

a) multi-scale structural generation; 
b) multi-modal, short, medium and long range interactions; 
c) simultaneous co-dependencies between these interactions and the   
    global form/geometry of the structure being generated; 
d) combination of discrete structures (e.g. cells) with “continuous”  
    quantities such as morphogenetic chemical and electric fields.   

 
In addition, descriptive knowledge (predicates) could also be included in 
the framework in order to inform the latter about the agents and entities in-
volved in morphogenesis.  
 
This would open the door to other INBIOSA issues, such as: 
     i)   addressing entailment and relational biology, 
    ii)   incorporating Category Theory / MES, 
   iii)   developing introspectively articulated systems. 
 
10. Call to Action  

In the following sections we summarize the major conclusions of this re-
port. 

10.1 The Case for Transformative Research in Biology  

This section summarizes the argument in this paper seeking FET support 
for a continuance into Phase 2 of the transformative, i.e. high risk, high 
payoff research proposed by the INBIOSA group of researchers. The pro-
posals are organized around the broader theme of the sciences of com-
plexity rather being narrowly focused on biology as a complex science per 
se. However there is a central focus on biology because of the many ad-
vances contributing to the new sciences of complexity achieved from the 
massive societal investment in health and related sciences research over 
the past 50 years.  
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Our proposals are organized around two fundamental themes that we be-
lieve are essential to the transformation of modern science: 
 
     a) the need for convergent theoretical syntheses which will crystallize  
         the theoretical challenges, and  
 
     b) the need for innovative mathematical concepts to effectively  
         articulate these new syntheses into a verifiable theoretical foundation  
         for practical applications.  
 
Lastly, we provide proposals for institutionalizing these transformations 
into future FET funded research. We believe that our research proposals 
meet the criteria for qualification as scientific grand challenges and are 
worthy of further investment as the spearhead of a new renaissance in sci-
ence. The proposals are critically relevant to scientific progress because 
they address the issue of systems (real and artificial) of increasing com-
plexity; they are paradigmatically radical because they call for convergent 
theoretical synthesis of a magnitude not seen in biology since Darwin; and 
they will have a radical impact on all sciences of complexity because they 
will offer new metaphors and mathematical innovation.  We recognize that 
such language may appear to be overly and insupportably ambitious. In-
deed, we do not know if among the world scientific community, there ex-
ists the genius to address the problem statements we have put forward.  
 
What we do know is that is has happened before – a methodological 
revolution in the physical sciences: the transformation of physics into 
a dual discipline of experimental and theoretical physics – that 
brought forth the modern world.  
 
That revolution was founded on the discovery that the apparent complexity 
of the world could be addressed by rigorous experimental methods and the 
development of mathematical languages and grammars that stunned our 
own beliefs in the power of human thought (Wigner, 1960).  
 
But now we face a new intellectual challenge, not of apparent complexity 
but of genuine irreducible complexity in our quest for a more fundamental 
understanding of living entities and the complex institutions and technolo-
gies enabled by our scientific culture. The rigor and fundamental para-
digms of physics advanced all sciences across a very wide field of 
knowledge bringing new observational tools and computational capabili-
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ties to bear on the new quest. That quest is beleaguered by the intransi-
gence of living systems to submit to the assumptions of simplification and 
computation of the physical sciences. The dynamic complexity of all living 
entities appears to be irreducible and totally confounding. 
 
Our ability to describe the biological world in all its manifestations has 
reached the point where we can track neurons and chemical transactions in 
the brain simultaneously; at the higher levels of the organization of life we 
have terabytes of data describing our social, ecological, technological and 
economic systems. We have reached this condition of information over-
load in the sciences of living systems because our theoretical understand-
ing greatly lags our observational capabilities. We are confounded with an 
excess of incommensurable observation and theory in much the same way 
that the astronomers of old were confounded with what appeared to be ir-
resolvable inconsistencies in their observations of the stars and Ptolemaic 
theory until the Copernican Revolution. Because biology has proliferat-
ed too many theories and paradigms, all too narrowly focused, there is the 
need for convergent theoretical synthesis ultimately synthesizing a simpler 
theory (canon of parsimony) that encompasses the subordinate ones. The 
implicit response of mainstream science is to wait for the Copernicus of 
the modern era and for the generations of genius that will inevitably follow 
him. But we have reasons not to wait. 
 

10.2 The Threat to the Certainities of Continuing Progress  

The first reason why we cannot wait and why we must attempt to acceler-
ate the progress of science is that the growing complexity of the modern 
world – the product of first scientific revolution – is becoming increasingly 
evident to all. We are many now. We are massive consumers of the earth’s 
energy resources. Our information technologies support industries, econo-
mies, education and financial systems from the global to the individual 
level. Our medical and biochemical technologies enable bodily interven-
tions of unparalleled complexities in an ever more costly effort to manage 
the diseases of modernity. Our industrial technologies demand equally in-
tensive and complex interventions in all the natural ecologies that support 
life on this Earth. But all is not well. Despite the undeniable progress in 
human welfare the complexities of modernity are growing and threatening 
the certainties of our continuing progress as a society and species. What 
makes these threats extremely problematic is that we have a world univer-
sally entrained in complex systems and interventions where we know 
scarcely anything of their potential interaction and failure rates and 
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forms38. The risk is therefore of catastrophic failure because of this univer-
sal deployment and extreme dependence. In some areas, such as national 
security, where our security is based on engineered systems of complexity, 
we take steps to limit catastrophic failure by pursuing the development of 
systems of even higher complexity (e.g. countermeasures utilizing quan-
tum computing as the shield against computer hacking or subversion).  
 
However the availability of opportunities in most areas of natural com-
plexity is very limited because we do not understand how Nature develops 
complexity in the first instance. 
 

10.3 The Intellectual Challenge of the Complexity Sciences  

There is a second reason not to wait. Frustration with the inadequacy of 
conventional scientific approaches in addressing societally supported re-
search objectives and the unquenchable thirst for understanding that drives 
human existence invites intellectual risk-taking. Some of that risk-taking is 
paying off. We are painstakingly learning how to conduct the many sci-
ences of complexity39. For science itself is a complex system of human 
creation40. We now understand science as a highly complex hierarchical 
system of thought, a noetic system in itself, whose careful reasoning and 
open-ended insight processes are irrepressibly capable of generating novel 
theories.  We can have a new confidence in embarking on a journey of in-

                                                
38 Notably, an earlier EC expert consultation has reported: “… that the number of digital 
systems and artifacts is increasingly exponentially, such that we are approaching a point 
where digital entities have ceased to be just technical systems and have become part of the 
socio-technical fabric of society. This plethora of semi-autonomous, ‘cyberphysical sys-
tems’ – which all rely on embedded ICT and are connected to the information ether – will 
constitute a new kind of physical intelligence…For our societies to function effectively, we 
have to learn to identify and give meaning to interactions within these highly complex, co-
operative and dynamic systems. This poses severe challenges from both technological and 
societal perspectives.” FET Consultation on Collective Adaptive Systems, November 2009. 
39 “Semiosis and self-organization are co-extensional - there are as many different basic 
types of semiotic processes as there are basic types of systemic self-organizing processes.” 
(Hofkirchner, 2002) 
40 “Human language, culture, science, technology, systems of governance and economies 
are all examples of human symbolic systems that propagate their organization. They occu-
py a special place in the biosphere. They are products of human conceptual thought and 
represent emergent phenomena. They differ from the materially based information in bio-
logical systems in that they are abstract and symbolic and not materially instantiated as 
such with the exception of technology. In the case of technology it is the concepts and or-
ganization that goes into the creation of the physical tools that propagates.” (Kauffman et 
al., 2008)	
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tentionally challenging ourselves to explore the complexity of living enti-
ties because we have begun to learn from the history of science how to ad-
vance science itself.  
 
The lessons are twofold: first, there is a need for theoretical convergence 
of the many working theories and hypotheses that arise across the many 
narrow subdomains of complex fields; secondly that it is essential to de-
velop mathematical formalisms derived specifically from and for the fields 
in which complexity reigns. If we adopt these overarching principles of 
scientific innovation we will have new tools to apply to the methodological 
challenges in biology and complex systems generally.  
 

10.4 Programmatical Advance in Theoretical Research 

While history is replete with stories grand and (sometimes) failed of inten-
tional efforts to develop technologies for extremely ambitious human un-
dertakings (e.g., the Manhattan Project, the Man on the Moon Project, the 
(Japanese) Fifth Generation Computing Project, The Human Genome Pro-
ject, The Blue Brain Project, etc.) there is no history of programmatic ad-
vance in theoretical science, the essential foundation for all scientific and 
technological advance. It took two thousand years for the world to be per-
suaded of the importance of theory to the establishment of heliocentrism, 
but only four hundred years more to await the discovery of the power of 
mathematical abstraction to advance theoretical science. Perhaps within a 
generation we will extend our grasp of the dynamics of living systems and 
their sister technologies. Let us assume that there may indeed be genius in 
our midst with the imagination required to unlock this most complex of 
mysteries. How should we accelerate engagement with this challenge 
among our best and brightest? 
 
We have no answer to this question but offer three considerations:  
 

1. The first is that the modern world is 
unique in history in that it is rapidly proliferating complex 
technologies of production and intervention on a global scale 
and it does so without full and responsible knowledge of the 
consequences of continued complexification of these technol-
ogies; that is a risk no one has measured or considered; the 
need to understand is great; never has the project of scientific 
advance worked under such conditions.  
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2. The second consideration is that of 
the possibilities of the complexity sciences enabling a second 
revolution in the re-shaping of the world towards human 
needs, security and sustainability. Advances in disease man-
agement, ecological stabilization, resource efficiencies, and 
social justice are potential outcomes of greater understanding 
of basic life processes and the cultural edifices and artifacts 
enabled by cumulative human creativity and collaboration. 

 
3. The third, and even more encourag-

ing consideration, is that we have a much greater potential in 
terms of human resources and its new-found connectivity to 
bring to bear the human intellect required to address the chal-
lenge – if we want; we lack only the institutional frameworks 
to do it. The challenge is to invent and create the necessary in-
stitutional settings required to foster specific methodologies 
for the advance of critical areas in science.  

 
INBIOSA suggests consideration of a conceptual model for such an insti-
tutional framework based on the concept of emergent complex systems it-
self: in other words to mimic, in the larger world, the thought processes 
and structures that enable the emergence of new ideas in the human mind. 
The list in the next section is a reformulation of the previous table in sec-
tion 6.4 listing potential fields of research addressing complexity issues. 
The reformulation as a (tentative) hierarchy of theoretical orientation is a 
first-cut schematic for implementing the central scientific challenge of per-
forming the necessary convergent synthesis of theory underlying the com-
plexity of living systems. The institutional challenge is to recreate that 
thought process at the scale of the total societal effort in the relevant sci-
ences.  
 
In other words, the co-ordination – but not the control – of the many mod-
ules of thought that could, but are not being brought together into a more 
coherent model of life itself. This would involve co-coordinating efforts 
through FET for academic and private interdisciplinary collaborators guid-
ed by the principle of synthesis. Implementing such co-ordination is the in-
stitutional challenge. The form of structure and communication that would 
most benefit the process is not yet known. What is known is that existing 
processes of collaboration and disciplinary integration and co-ordination 
do not support such synthesis and mathematical innovation. There is a 
great deal to explore ahead of us.  
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Despite revealing more detail, natural sciences have not provided a com-
plete theory of reality yet. Modern culture and science constrain us (Pick-
ering, 2011). For instance, mind and intelligence have been investigated in 
a very limited way in Artificial Intelligence, (Ray, 2011). There are natural 
phenomena such as sentience (Clarck, 2000) and emotion (Damasio, 2005) 
that do not have measurable characteristics (quanta).  
 
The nature of Nature is its incompleteness, (Deacon, 2011). Integral Bio-
mathics accepts that and tries to discover the missing links and fill the gaps 
by putting/developing mathematical theory and computation into/ out of 
biology. A part of the broad perspective that lies in the future of Biocom-
puting and Integral Biomathics is shown in (Seaman & Rössler, 2011) 
and (Josephson, 2012).  
 
 

10.5 A New Framework for Mathematics and Computation  

In what follows, we present a (non-exhaustive) list of key themes for re-
search in Integral Biomathics. It is far from Hilbert’s famous list of chal-
lenging problems in mathematics (Hilbert, 1902). We do not believe in re-
viving the idea of an axiomatic system of science. We consider INBIOSA, 
as a developing project, a permanent “building site” with concepts and 
ideas in permanent movement. "The future is easier to predict with hind-
sight".  So, this list should be considered to be a preliminary one. We will 
continue working on it in a follow-up project. 
 
The following two activity fields comprise our research framework. 
 
Living Systems Modeling 
 

• Develop new realistic mathematical models tailored for living 
systems, obtained by integration and development of different do-
mains of mathematics:  algebraic topology and geometry, cohomo-
logical algebra, functional analysis and differential equations, dif-
ferential geometry and fibred spaces, statistics and probability, 
different kinds of logic, and so on. 
 
• Develop new simulation, visualization and creativity support 
techniques and tools for these novel mathematical models of the 
living.  
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Steps towards a “New Integral Science”  
 
The essence of typical questions to be addressed is how to take account of 
the (possibly fuzzy) interactions between discrete and continuous phenom-
ena, leading to the emergence of complexity. 
    1. Design an original general system of abstractions within the biologi-
cal domain that can be relationally examined. It should support multiple 
complementary mathematical approaches to phenomena that can be 
brought into dialogical juxtaposition. 
    2. Define ways of identifying the biological properties that are as unique 
to such complex conglomerations as ‘temperature’ is to a set of molecules, 
or the 'flexible redundancy' property ubiquitous in biological systems, 
called degeneracy or multiplicity. What we seek to articulate is an evolu-
tionary mathematics that deals with the emergence of organization from 
non-random selection among replicating variations within complex popu-
lations of processes.  
 
We are looking here not only for space-time scale invariant properties of 
living organisms, but also for cardinal properties that may differ across the 
space-time scales, which are still inherently “biological”.  Our view of 
emergence includes both the emergence of more complex objects as ag-
gregates of patterns of interacting lower level objects, and the emergence 
of complex interactions between them, which emerge at the higher level 
from the global structure of the lower levels but cannot be locally observa-
ble via lower level components. Also we understand emergence as a prod-
uct of a system functioning over time falling in relation to the unfolding of 
its larger environment. 
 

10.5.1 Approach: Constructivist Innovative Mathematical Cross-
Disciplinary Models  

 
The main activities that need to be addressed here are: 
 

• Develop dynamic models of bio-
chemical and biophysical systems accounting for multiple scales 
and time frames as they relate to new forms of dynamic modeling 
and physical mapping/scanning systems. Analyze how scales 
themselves can be of emergent character.  
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• Develop convergent theoretical syn-
theses of adequate mathematical concepts and methods, bringing 
them into dynamic relation with each other.  Such a relational 
mathematics is expected to model both the dynamics of the system 
in a local neighborhood with its specific temporality, and at the 
global level of the system emerging from the possibly conflicting 
relations between these local dynamics, through a kind of commu-
nication and negotiation between near and far neighborhoods.  
 

• Construct models of "hybrid" sys-
tems presenting a combination/juxtaposition of continuous as well 
as discrete time changes accounting for their relational, statistical 
and geometrical aspects as well. To analyze biological problems, 
the mathematical challenge is how to combine these different do-
mains, which are generally studied separately in orthodox mathe-
matics. 

 
As Category Theory unifies many mathematical domains and is also at the 
frontier with logic and computer science, it should be used in models for-
mally describing natural phenomena, as well as more orthodox domains 
such as partial differential equations and chaos theory, topology and co-
homology, dynamical systems, geometry and field theory, fuzzy sets and 
probability, and so on.  
 
Category Theory should itself be enriched and made more flexible by addi-
tion of more structure, for instance by introducing statistical categories. 
Categorical models are well equipped to analyze the problem of emer-
gence, going further than Rosen's notion of entailment, up to the emer-
gence of higher cognitive processes, perhaps allowing the incorporation of 
first person approaches (Topological Psychology). They can also provide 
multiple perspectives related to the problem of "class identity" and materi-
al space/time flow.  
 
The working “algorithm” to realize this approach might be defined as fol-
lows:  
 

1. Investigate phenomena in living 
systems by trying to describe them using the above (integrated) 
formal toolset to deliver an evolving model.  
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2. At the point where the model does 
not match the experimental results, develop new formal means to 
reflect and explain these peculiarities, thus advancing the model to 
a next stage. 

 
3. Focus on both objects and processes 

and on their interactions. 
 
This method should not be understood as strictly formal. In other words, 
the “match” with experimental results could be verified by means of com-
puter programs, or only require pencil and paper. On the other hand, there 
are also negative mathematical proofs (limitation results), e.g. by logical 
deduction, predicate calculus, or even gedanken-experiments involving 
visualization tools (geometry, animation).  
 
 

10.5.2 Focus and Implementation: Integral Biomathics  

Integral Biomathics (Simeonov, 2010a/b) is a cross-disciplinary meta-
theory, involving both internalist and externalist mathematical biology and 
biological mathematics based on advanced mathematics formalisms, such 
as e.g. the Memory Evolutive Systems (Ehresmann & Vanbremeersch, 
2007), an evolutionary dynamic category theory aimed at integrating (halt-
ing)41 oracle machines (Turing, 1939) and other related mathematical and 
computational theories and abstractions, as well as heuristics and a broad 
range of simulation, visualization and other creative support techniques 
capable of dealing with phenomena and data that cannot be handled by 
formalisms alone. It allows interrogation marks/interfaces between its con-
stituents and builds bridges to other disciplines. 
 

                                                
41 The halting problem is indeed among the most famous ones in computer science. The 
question here is:  should we restrict ourselves to halting oracles only? Indeed, any meta-
heuristics that lies outside an (object-level) theory is an oracle with respect to the object-
level. For instance, an agent (natural or artificial) that decides to include group theory as a 
means to tackle quantum mechanics takes an “oracle”-like decision with respect to both 
(object-level) group theory and QM. The questions/goals that arise then are: (i) how to 
model such an agent for biology? and (ii) can we later devise a more general theory that 
would substitute the oracle and where the decision would naturally fall within the theory? 
So, we pursue the replacement of oracles in general, but as a short and middle term goal we 
have to focus on the halting problem. Therefore, we decided to use the term “halting” in 
braces henceforth to capture both the short and long-term INBIOSA objectives. 
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The operative framework of Integral Biomathics is defined as a multi-
perspective approach to knowledge production: observation of new phe-
nomena / incorporation of new forms of entailment-generating-technology 
(e.g. scanning methodologies) as well as modeling approaches à articu-
late convergent theoretical synthesis across divergent fields à integrate 
multiple mathematical formalisms under one relational umbrella à devel-
op integrated mathematical models accounting for multi-scale structures 
and multi-temporal dynamics à study the dynamic relation between 
emergent phenomena and predictive phenomena à justify initial theoreti-
cal approaches via computational modeling à  develop empirical demon-
stration and verification à articulate a falsifiable theoretical foundation 
for practical applications.  
 
This gives us a panoramic view of the system with all its structures, dy-
namics and functionality: 
 

• Enable the use of information from 
different areas of discourse to examine how low level processes 
“percolate up” and relate to higher levels, and how human scale 
behavioural processes may enable first and third person compara-
tive relations.  

• Define concrete approaches to dis-
crete computational methodologies (functioning at different 
scales) to capture change over time from a series of different mul-
ti-modal observational perspectives. Define systems that can also 
present coherent integrated high-level processes that relate to the 
lower level processes. This is about the integration of the computa-
tional aspect and its material underpinning. 

 
A first step towards realizing this goal is a follow-up project of the 
INBIOSA initiative that will devise a research framework combining ob-
ject-level mechanisms with Turing oracles42 (Chaitin, 2011). This is going 
to be a step stone towards a “unified theory” of living systems, both “natu-
ral” and “artificial” ones. Therefore, our longer-range objective will be to 
step-wise replace the oracles by a more general theory of life.  
Our approach is mathematics-based and biology-driven.  

                                                
42 We have to take oracles into account, because they are characteristic for biological phe-
nomena. For instance, the evolutionary transition from dinosaurs to mammals can be mod-
eled by halting oracles, although they do not entail local changes in the probability of histo-
ries. A reference paper about the role that oracles play in problem solving in the case of a 
random oracle is (Kurtz, 1983). 
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Further, we are dealing with life that includes artificial artifacts with self-
reference (i.e. first person vs. third person) as key issues, the development 
of self* software is the high-yield intellectual, practical and economical 
reward of this high-risk program. Following results stemming from Sys-
tems Biology, AI researchers may want to extrapolate and use the life-
metaphor to build systems capable of general intelligence and autonomy. 
But General AI, e.g. (Fogel, 66; Holland, 1975), in itself is not the concern 
of Systems Biology.  

INBIOSA addresses life in general (both natural and artificial). Our 
program treats both subjects at the same time. Systems Biology and 
other related disciplines (Biological Computation, Computational Bi-
ology, etc.) address specific problems in biology, which are of consid-
erable practical interest, but are not fundamental biology problems in 
the sense defined by the INBIOSA project43. The same holds for the 
recent efforts to apply Quantum Physics for explaining biological phe-
nomena in the same style as for the emergence of classicality from the 
quantum. Each one of them is based on a certain interpretation of QM 
taken as a base, but not on a systematic review and analysis of all the-
oretical models (and perhaps the creation of new ones) from the view-
point of biology. In particular, contemporary biology and physics do 
not address the following questions/goals:   

1. Are the currently existing scien-
tific/mathematical/computational theories sufficient, such that me-
ta-level Turing oracles could be replaced by models within these 
existing theories, and given that we have more data available? 

2. Are the current theories insufficient 
in the sense that no amount of additional data is going to replace 
some of the oracles in our models? 

3. Can we postulate/conjecture that 
even if (2) holds, a theory (or a set of compatible and/or comple-
mentary theories) able to replace oracles by models can be con-
ceived/unveiled?  In other words, can we imply that decision mak-
ing and judgments lie within the theory? 

4. What is missing on the way to creat-
ing a Unified Theory of Life and Consciousness? 

5. How to create a “Tree of Life” (or 

                                                
43 Recently, some authors began speaking of "integrative" systems biology realizing that or-
thodox systems biology does not address fundamental issues (Auffray & Nottale, 2008; 
Nottale & Auffray, 2008). 
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perhaps a universe of multiple and simultaneous worlds), a living 
ontology of facts, axioms, propositions and theories, in biology, 
physics and science as a whole guiding the evolution of science?  

6. Can biology be associated with the 
emergence of decoherence in quantum mechanics? How could the 
Turing’s oracles be naturalized in the framework of quantum phys-
ics? 
 

Integral Biomathics can be regarded as a new branch of Theoretical 
Biology. If the intended Theoretical Biology has an empirical rele-
vance as it should do, it must be also anchored on solid material or 
physical grounds. Therefore, we aim to devise a research program on 
a global scale in a follow-up project with the following foci: 

1. development of a theoretical and 
computational framework that incorporates both oracles and 
mechanisms whereby real-life complexity can be captured to an 
extent that other contemporary approaches (e.g. systems biology) 
do not; 

2. stepwise elimination of oracles by 
the generalizing the theory (or theories) underlying the framework; 
i.e. the oracles will gradually be replaced by statements/models 
that lie within the mathematical and computational theories being 
generalized; 

3. clear definition of milestones that 
include the following: 
a. conceptualization and elaboration of 

the computational framework that includes, but also separates 
meta-level oracles from mechanisms; 

b. construction of experimental and 
validation protocols to verify the legitimacy of the oracles (or 
classes thereof) and their interactions with the modeled mech-
anisms; 

c. search of statements/models within 
existing theories that will eventually replace a subset (if not 
all) of the oracles; 

d. discover/unveil new/neglected theo-
ries in an attempt to obtain a single “unified theory”.  

e. physical or hardware implementa-
tions of oracles.  
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Life and mind have escaped all effective complete theories up to this mo-
ment. Therefore, we require that Integral Biomathics be an incomplete 
theoretical and computational framework. It uses oracle machines, but it 
remains always incomplete and extendible. Without (halting) oracles, theo-
ries can only be "more incomplete". With (halting) oracles we obtain a re-
search program hyper-computer or super-Turing machine (Siegelmann, 
1995).  
 
Current theories about life, such as systems biology and related com-
putational frameworks (Wolfram’s Science, DNA/cellular computing, 
etc.), do not use oracle machines to model living systems in their full 
complexity. By involving oracles in our Integral Biomathics research 
framework we create a methodology, which leads us stepwise closer to 
reality.  
 
We have recognized that quantum mechanics is now entering the se-
cond revolutionary stage particularly from the perspective of practic-
ing biology. That is the resurrection of the time-honored issue of cau-
sality under a rejuvenated guise. The act of measurement comes to be 
internalized within quantum mechanics. In essence, our main focus 
will be in how to implement the role of the oracles within the proper 
framework of quantum mechanics. 
 

10.5.3 Summary and Prospects 

Every level of a living system is partially enclosed and partially in com-
munication with its neighboring scales, and the entire system forms a ‘self-
correlating’ whole of partially autonomous scaled ‘sub-systems’, each with 
its logic and temporality. The global logic and dynamic is modulated by 
their cooperative or conflicting interactions. Scales of time and space 
emerge through this sort of communication. This is the real strength 
of the Integral Biomathics approach. 
  
 
 
 
 
 
The problem with both systems biology and molecular genetics is that they 
make use of standard reductionist approaches which visualise organisms as 
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machines44. There are aspects of living systems that can be described in 
this way, and so we are trying to pass beyond this into uncharted territory. 
Biology is not simply about such automata. 
  
We believe that phenomena in living systems can be explained using a ro-
bust mathematical theory.  
 
There are a few options related to mathematical and/vs. computational ap-
proaches:  
    1. extending an existing scientific theory that is mathematized, such as 
QM, GR, String Theory, etc. to life; 
    2. using new mathematical specialties/tools independent of, although 
applied by, science; new advances within known mathematical domains or 
entirely new subdomains; 
    3. developing a scientific theory of life that is mathematized and sup-
ported by computation (barring the non-computable parts); 
    4. developing new mathematical specialties/tools independent of, alt-
hough applied by, science and supported by computation (barring the non-
computable parts); 
    5. developing a new theory in computer science; 
    6. making a radical computational shift but without either a new scien-
tific theory or new mathematics (e.g. Wolfram’s Science (Wolfram, 2002), 
quantum computing, DNA/cellular computing, etc.); 
    7. all of the above? 
 
We actually vote for the last option and wish to go even beyond it, assum-
ing also other options, not listed above and reaching far into the fields of 
the arts and humanities. These are the new concepts related to mathematics 
and computation we often use interchangeably throughout this White Pa-
per, demonstrating the true essence of the adjective Integral before Bio-
mathics.  
 
The following actions are expected to take place on the way to realizing 
this goal. 
 
 
 
 
Action 1 

                                                
44 pre-Gödelian (almost clockwork) notion of machine 
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Define a mathematical ecology that can bring the following dynamic 
processes in relation to: 

a. autopoiesis (self-construction) and 
self-organization of biological systems; 

b. emergence of modules of hierarchy 
[and potential dynamic heterarchies/bifurcations] in all com-
plex systems;  

c. variation of communication modali-
ties within/between multiple hierarchical levels in living sys-
tems; 

d. transformations of information pro-
cesses from scalar to vector/tensor quantities and vice versa 
(see discussion in section 4: the fourth major problem) ; 

e. integration of mathematical ap-
proaches that can link discrete, continuous, fuzzy/vague, prob-
abilistic  and geometrical information simultaneously; and 

 
f. formal treatment of heuristics45, e.g. 

(Chaitin, 2011). 
 
Action 2 
 

1. Define an n-dimensional visualiza-
tion that runs in dynamic parallel form. 

2. Articulate relational definitions of 
biological functions and their boundary conditions. 

3. Articulate a set of theories that cross 
boundaries between traditionally distinct domains: 

a. time scales, spatial scales, adjacen-
cies/material proximities: related to neighborhoods; 

b. new mathematical analysis of emer-
gence; 

c. mathematics of vague/fuzzy spatial-
temporal boundaries; 

d. contextual boundaries: boundaries 
between processes functioning at different scales of time 
and space; boundaries that describe the relationship be-

                                                
45 To our knowledge, there is no current theory, computational framework, or applied field 
such as systems biology where oracles or meta-level decision rules are used to model living 
systems in their full complexity. 
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tween, and nature of fragmentation of, the entities they 
separate; 

e. subject ßà object relation; this is 
about first vs. third person issues: how they are separate, 
yet also unified. 

4. Define form and function — model 
the following form-function interactions: 

a. exploring mathematical viability for 
biology and biological process suitability for mathematics; 

b. developing of new biology-driven 
mathematical branches; 

c. maturing Integral Biomathics: in-
tegration of mathematical theories under a common um-
brella for biology-driven mathematics and computation 
which goes far beyond what we know today as Computa-
tional Biology (Russe, 2009) and Biological Computation 
(Lamm & Unger, 2011). 

 
The central questions to explore within this action plan for Integral Bio-
mathics are: 

i) What is computation within the bio-
logical context?   

This question is about the relationship between the 
Church-Turing thesis and Turing's oracle machine. In 
short, the role of the (halting) oracle machine in the natu-
ralized empirical setting is first on the agenda of the 
INBIOSA initiative. 

ii) How useful is computation for liv-
ing systems, where usefulness is considered from the view-
point of the entity performing the computation? 

This question is about the possibility for naturalizing the 
oracle machine. How? The strength of INBIOSA is in rais-
ing such a question.  

iii) To what extent can a computation be 
carried out in an organism or an ecosystem with the available 
resources? 

The computation cannot be separated from the matter of 
resource intake. This is another strong point of INBIOSA. 

 
Finally, we have to articulate a program that can be managed and meas-
ured as it progresses. 
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