Neural Networks: what?

* collection of simple processing elements (PES) which are highly
interconnected

» Theedements have simple (scalar, or even binary) outputs
» ThePE sare moddled on neurons
 theinterconnections are modelled on synapses
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Neural Networks: Why?

* build machines which would have brain-like capabilitiesis old:

» indeed, it predates ordinary computers (see, for example,
Frankenstein, by Mary Shelley).

» Brains are adaptive: and adaptive machines may have major
advantages.

» Thesystemslearn in responseto their experience.
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Neural Networks: when?

» for problems where precise algorithmic solutions cannot be given,

— or for which an algorithmic description would be unrealistically complex: e.g.

sensory interpretation and many classification tasks.

» Often one can supply many examples of correct behaviour, or of

correct classification
— Controlling complex industrial chemical processes,
— assessing complex situations automatically,
— checking signatures,
— searching fingerprint databases,
— analysing radar images, interpreting speech,
— reading handwritten characters...

 if astraightforward algorithmis available, the a programmed solution

is almost certainly theright oneto take.
» Brief history (handout)
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Model Neurons

* Many different model varieties exist

* Welook here at the version originally introduced by McCulloch and

Pitts.

e ™

Cell Body
{&ctivation Function)

Axon

A\apses Cutput Function

Input is collected through multiplicative synapses, summed,
thresholded, and a binary output for this neuron produced.
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Elements of the model neuron: Synapses

* |, istheinput to synapsel

* W, istheweight characterising the synapse frominput i to neuron |
— l.e. onthe dendrite of neuron j (hence order of indices)

* W isknown as the weight from unit i to unit j

w;; > 0 synapse s excitatory

w;; < 0 synapseis inhibitory

* Notethat I; may be
— external input

— or the output of some other neuron |
* whenwewill usually write Y.
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Elements of the modda neuron: Dendrites

Gathers together (sums) the post-synaptic inputs

— that is, gathers together the synaptic inputs
Simplest formis linear summation.
Writing Aj for the neurons’s activation (depolarisation)

A = SX; = Sw;Y;
 This represents a passive dendrite
— linear

— no interaction between the different inputs on the dendrite.
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Model neuron output functions

» The output function corresponds to the axon hillock of the real
neuron

* Many different output functions have been used

» Themodd neuron may be athreshold unit
— (asintheoriginal McCulloch-Pits modd),

» with threshold q

Y;=1if A3 q

Y;=0if Aj<q

e Thisisanon-linear operation

» Another simple possibility is alinear unit
Y, =k* A

* Thisgivesapurdy linear unit
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Other output functions

 Logistic (or squashing) unit

Y; = U(1+exp(-k * A; + By))

e Or

Y;=tanh(k* A; + B))

* Note that k determines the slope, and B; the output of
the neuron for O input.

* Normally, a monotonically increasing function is used.
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Modde Neuron Axon

In this modd, it simply transmits the neurons output to
other
— or even the same

neurons
May be system output
might, in other models, implement a delay
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Note:

Real neurons are a great deal more complex

Y et for most of the work we will consider, very simple neural models
will suffice.

NN systems gain their power by using alarge number of very simple
processing elements in concert.

Thereisalso agreat deal of interconnection

— andthisislike the brain: there are miles of axon “wire” in every
cubic cm of brain
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What can athreshold unit do?
» Smplethreshold units have output 1 if
Swl, >(Q

And output O otherwise

e N+1 parameters
*N weights, q
*Known as a decision unit
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Decision Surfaces

» Thedecision surfaceis the surface at which the output
of the unit is precisely equal to the threshold.

Swil; =q

On one side of this surface, the output will be
0,

and on the other sideit will be 1.

In 1 dimension: the surface (just apoint) is

I | = f f [
11=8/w
1
¥=0 V=1
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Decision Surfacesin 2 dimensions

In 2 dimensions, the surface is

wn dy sl =1
which we can write
Y T . 0 poalh

iin i
which is the equation of a line of gradient -(w1Aw2) with
intercept BAwr2

F 3

\w’wzj Y-1
F

w2
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General decision surfaces

In general, the decision surfaceis a hyperplane of dimension one less
than the dimension of the input space.

Input Space Hyperplane
line point
surface line

3-d Volume surface

the decision surface cuts the input spaceinto two halves
If thethreshold is O, then the decision surface passes through the origin
We can use a bias unit, with a bias weight w,, instead of a threshold

wll+w,l2-w,1=0

Precisdly equivalent to a threshold of -w,,
— but makes all the parametersinto weights
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Decision surfacesfor ssmplelogical predicates:
AND
» Consider a 2-neuron system, restricting 11 and 12 to be O or 1.

* identify O with FALSE and 1 with TRUE, we can consider the logical
predicates such as AND and OR

1112 11ANDI2
00 O

01 O I

10 O

11 1 .
o5
~ 1
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Simplelogical predicates. OR

1112 110RI2

00 O I
1
. @
1
H 2
i e

AND and OR are easy to implement: we can see that the gradient
of the decision surface line should be negative, and the intercept
greater than 1 for AND, and between 0 and 1 for OR.

R R O
R O R
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Simplelogical predicates. EOR

» Canweimplement Exclusive-Or this way?
1112 I11EORI2
00 O [

R R O

1 1
0 1
1 O

EOR presents impossible problems:

no single straight-line decision surface can separate thefilled
circles from the open circles

EOR cannot be implemented in this way.
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