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1 Introduction

Two powerful ideas from search methodologies, iterated local search and hyper-
heuristics, are combined into a simple and effective framework to solve com-
binatorial optimisation problems (HyperILS). Iterated local search is a simple
but successful algorithm. It operates by iteratively alternating between apply-
ing a move operator to the incumbent solution and restarting local search from
the perturbed solution. This search principle has been rediscovered multiple
times, within different research communities and with different names [2,12].
The term iterated local search (ILS) was proposed in [11]. Hyper-heuristics [4,
6,7] are a recent trend in search methodologies motivated (at least in part)
by the goal of automating the design of heuristic methods to solve compu-
tational search problems. The aim is to develop more generally applicable
methodologies. Metaheuristics are often used as the search methodology in
a hyper-heuristic approach (i.e. a metaheuristic is used to search a space of
heuristics). Machine learning approaches can and have also been used as the
high-level strategy in hyper-heuristics such as reinforcement learning, case
based reasoning, and learning classifier systems [4]. The ILS hyper-heuristic
discussed here uses a form of reinforcement learning to adaptively select the
best operator/heuristic to apply at each iteration (in either or both the per-
turbation and improvement stages) from an available pool of operators with
different features. It differs from a standard ILS implementation which uses a
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single variation operator for each stage. The proposed approach has similari-
ties with variable neighborhood search [13], and adaptive large neighborhood
search [17]. Approaches combining local search and perturbation heuristics can
be found in both memetic algorithms [10,15] and hyper-heuristics [3,5,16,22].
A previous approach specifically incorporating adaptive operator selection to
iterated local search can be found in [21].

The next section gives more details of the proposed algorithmic framework.
Section 3 overviews recent successful applications of HyperILS, while Section
4 present some concluding remarks and suggestions for future work.

2 HyperILS

Algorithm 1 shows the high-level pseudo-code of the proposed iterated local
search hyper-heuristic (HyperILS). It differs from traditional ILS implemen-
tations in the design of the perturbation and improvement stages. Indeed,
Algorithm 1 is a template or framework rather than a specific algorithm as
there are alternative ways of designing the stages that we have renamed Hyper-
Improvement and HyperPerturbation. These alternatives, however, share two
key components. First, multiple heuristics or neighbourhood structures are
considered, instead of a single standard one, in either or both stages. These
operators need to be of different types and if possible incorporate some prob-
lem domain information in the form of ruin-recreate or large neighbourhood
heuristics [17,18]. Second, these multiple heuristics are not selected uniformly
at random or in a pre-determined order. Instead, they incorporate state-of-
the-art adaptive operator selection and reinforcement learning mechanisms.
The next section describes in more detail the adaptive mechanisms that have
been used within this algorithmic framework.

Algorithm 1 HyperILS: Iterated Local Search Hyper-heuristic.
s0 = GenerateInitialSolution
s∗ = HyperImprovement(s0)
repeat

s′ = HyperPerturbation (s∗)
s∗

′
= HyperImprovement(s′)

if f(s∗
′
) ≤ f(s∗) then

s∗ = s∗
′

end if
until time limit is reached

3 Case studies

The first implementation of HyperILS was presented in [3] using the HyFlex
framework as a benchmark for cross domain heuristic search [14]. In this im-
plementation, a perturbation operator is selected uniformly at random (from
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the available pool of mutation and ruin-recreate heuristics) and applied to
the incumbent solution; followed by a greedy improvement stage (using all
the local search heuristics). The approach is extended in [5] by substituting
the uniform random selection of neighbourhoods in the perturbation stage, by
online learning strategies. Two strategies were implemented: choice function
(from the hyper-heuristics literature), and extreme value based adaptive op-
erator selection [9] (from the evolutionary computation literature), with the
latter producing better overall results. A subsequent implementation, success-
fully tested on the vehicle routing problem, incorporated a mechanism for
adaptively reordering the improvement heuristics [22]. Finally, HyperILS has
been recently applied to solve real-world instances of the Course Timetabling
[19]. The approach was found to be both general (solving different types of
instances), and effective (producing and even improving some state-of-the-art
results).

We describe below in more detail the learning mechanisms used in the
previous mentioned HyperILS implementations. Adaptive operator techniques
comprise two main stages, credit assignment and operator selection. Credit
assignment involves assigning credit or reward to an operator, based upon po-
tentially a number of factors, including their current performance, past perfor-
mance and the amount of time since it has last been called. There are a variety
of credit assignment methods, all attempting to ensure that the strongest per-
forming operator will have the largest amount of credit apportioned to them.
Once the operator merits are estimated an operator selection mechanism is
used to define the next operator which will be applied. This cycle of credit
estimation and operator selection is repeated through the search process.

Our current implementations of HyperILS [5,19,22] use extreme values for
assigning credits [8], which is based on the principle that large (but possi-
bly infrequent) credit improvements are more effective than small frequent
improvements. It rewards operators which have had a recent large positive
impact, while consistent operators yielding only small improvements receive
less reward. Rewards are updated as follows, when an operator op is selected,
it is applied to the current solution. The quality value of this new solution is
computed and the change in quality is added to a list of size W. Thereafter,
the operator reward is updated to the maximal value in the list.

Operator selection probabilities are calculated from their quality estimates
following a selection rule. These rules maintain a probability vector (pi, t)i=1,...,K

(where K denotes the number of operators), and use the operator’s raw credit
estimate to calculate probabilities. Our studies use two recent and well per-
forming selection rules, namely, Adaptive Pursuit and Dynamic Multi-Armed
Bandit. Adaptive pursuit was originally proposed for learning automata and
was adapted to operator selection in [20]. It follows a winner-takes-all strat-
egy, selecting at each step the operator with maximal reward, increasing its
selection probability, while all other operators get their probability reduced.
This method has two parameters: pmin that indicates the minimal probability
of selection for each operator, and β, the learning rate taken from (0, 1]. The
multi-armed bandit framework is commonly used in game theory for study-
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ing the exploration vs. exploitation dilemma. It involves N arms and a deci-
sion making-algorithm for selecting one arm at each time step with the goal
of maximising the cumulative reward gathered along time. The exploration
vs. exploitation balance is also relevant for heuristic search. Indeed, adaptive
operator selection can be formulated using multi-armed bandits with arms
corresponding to search operators [8]. Specifically, the upper confidence bound
multi-armed bandit [1] was used as it provides optimal maximisation of cu-
mulative rewards. Two considerations were required to use this framework for
adaptive operator selection. First, a scaling factor C is needed, in order to
properly balance the tradeoff between exploration and exploitation. Second,
the original setting is static, while adaptive operator selection is dynamic, i.e.,
the quality of the operators is likely to change along the different stages of the
search. The multi-armed bandit framework is thus combined with the Page-
Hinkley statistical test for detecting changes in the reward distribution, and,
upon such a detection, restarting the process [8]

4 Conclusions

HyperILS is a simple yet effective framework combining iterated local search
and selective hyper-heuristics. It allows the incorporation of state-of-the-art
ideas from reinforcement learning and adaptive operator selection. HyperILS
has been successfully applied to both cross-domain search, and solving complex
optimisation problems such as Vehicle Routing and Course Timetabling. Ap-
plications to other complex optimisation problems will be the subject of future
research. For the sake of simplicity, the current framework considers a simple
acceptance criterion (accepting all non-worsening solutions). Future work will
consider a third adaptive stage corresponding to the acceptance mechanism.
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