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ABSTRACT
We present an object oriented framework for designing and
evaluating heuristic search algorithms that achieve a high
level of generality and work well on a wide range of com-
binatorial optimization problems. Our framework, named
HyFlex, differs from most software tools for meta-heuristics
and evolutionary computation in that it provides the algo-
rithm components that are problem-specific instead of those
which are problem-independent. In this way, we simultane-
ously liberate algorithm designers from needing to know the
details of the problem domains; and prevent them from in-
corporating additional problem specific information in their
algorithms. The efforts need instead to be focused on de-
signing high-level strategies to intelligently combine the pro-
vided problem specific algorithmic components. We plan
to propose a challenge, based on our framework, where the
winners will be those algorithms with a better overall perfor-
mance across all of the different domains. Using an Olympic
metaphor, we are not solely focussed on the 100 meters race,
but instead on the decathlon of modern search methodolo-
gies. Categories

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search—Heuristic methods

General Terms
Algorithms, Design.
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1. INTRODUCTION
Meta-heuristics or general purpose heuristics have domi-

nated the combinatorial optimization arena for the last two
decades. Researchers in this area, however, are often con-
strained on the number of applications on which they can
test their general purpose methods. One of the reasons is
that a large proportion of the required effort must be in-
vested in the construction of the problem-specific heuristics
and data structures. Recent developments in search method-
ologies towards more generally applicable techniques has
been termed hyper-heuristics [5]. The majority of current
hyper-heuristic approaches attempt to intelligently combine
or select between previously proposed simpler heuristics,
where it is not clear which one will be most effective for the
problem instance at hand. The hyper-heuristic framework
is provided with a repository of problem specific heuristics
(often referred to as ‘low-level’ heuristics). Several hyper-
heuristics have been proposed, which use meta-heuristics
or machine learning techniques as the high-level strategy
and combine the strengths of the low-level heuristics imple-
mented. However, results are only ever reported on a few
problem domains. Again, this is due the time and effort
it takes to implement each problem domain and its associ-
ated low-level heuristics. Many of the low-level heuristics
are complex and sophisticated, and it requires a reasonable
level of familiarity and experience if one is to implement a
different/new problem domain.

To overcome such limitations and to support research into
generally applicable search algorithms, we developed HyFlex,
a modular and flexible Java class library for designing and
testing search methodologies. The framework was designed
having in mind hyper-heuristics, but can be used also for
testing other search methodologies such as meta-heuristics.
Our framework differs from other meta-heuristics software
tools in that it provides the algorithm components that are
problem-specific (as opposed to those which are problem-
independent). for The idea is to provide problem domain
modules that encapsulate the solution representation, fitness
evaluation, and a repository of associated low-level heuris-
tics for a number of hard combinatorial optimization prob-
lems. Importantly, only the high-level strategy needs to be
implemented by the user, as HyFlex provides an easy to use
interface with which the problem domains can be accessed.
Each HyFlex domain module includes a library of problem
instances. It also provides the means to manipulate a pop-
ulation of solutions, so a high-level strategy is not limited
to using just one incumbent solution. Our aim is to make
it easy for researchers to test the generality and effective-



ness of their search algorithms, by taking away the difficult
task of implementing many problem domains. Valuable re-
search effort can thus be devoted to developing the high-
level strategies that manage the (provided) problem specific
heuristics.

The idea for a search heuristics challenge or competition
was inspired by the the metaphor of a “many-walls” game as
opposed to the more traditional“up-the-wall”game in search
methodologies [6]. In the up-the-wall game, the idea is to de-
velop and apply newly proposed search methodologies to ex-
isting benchmark problems, and compare with other “play-
ers”. The goal is to “get further up the wall” than the other
players. On the other hand, the goal of the many-walls game
will be to operate on as many different walls as possible,
while still getting acceptably high up each wall. In other
words, the goal is to rise the level of generality of search
methodologies

Our framework is also inspired by the hyper-heuristic ap-
proach discussed in [5, 9], which operates at a high level of
abstraction and often has no knowledge of the domain. It
only has access to a set of perturbative low-level heuristics
(neighborhood structures) that it can call upon, and has no
details as to the functioning of those low-level heuristics.
The motivation behind this approach is that once a hyper-
heuristic algorithm has been developed, it can be applied to
a new problem by replacing the set of low level heuristics
and the evaluation function. The idea of having a software
interface for hyper-heuristics was suggested in [18]. Another
relevant antecedent to our framework is PISA [2], a text-
based software interface for multi-objective evolutionary al-
gorithms. PISA proposes to divide the implementation of
an evolutionary algorithm into an application-specific part
and an algorithm-specific part. The latter contains the se-
lection procedure, whilst the former encapsulates the solu-
tion representation, the generation of new solutions, and the
calculation of the fitness values. The two parts are imple-
mented as distinct programs that communicate via a text-
based interface, which provides maximum independence of
programming languages and computing platforms.

Our proposal extends the perturbative hyper-heuristic frame-
work [5, 9] in two important ways. First, a memory or list
of solutions is maintained in the domain layer, instead of
a single incumbent solution (this follows a suggestion pre-
sented in [23]). This extension enriches the possibilities for
the hyper-heuristic designer allowing, for example, the im-
plementation of population based approaches. Second, a
large set of low-level heuristics of different types is pro-
vided, consisting of four types: mutational, ruin-recreate,
hill-climbers and crossover. Also, HyFlex differs from PISA
[2] in that its interface is not text-based but instead given
by an abstract Java class. Our proposal is not tied to evo-
lutionary algorithms, but allows the implementation of any
single-point meta-heuristics and hyper-heuristics. Moreover,
whilst PISA provides mainly classic benchmarks and ab-
stract domains, it is our intention to provide a rich and
varied collection of real-world hard combinatorial problems.

The following section describes the components of the pro-
posed domain modules and overviews the four application
domains we have implemented so far.

2. THE PROBLEM DOMAIN MODULES
Each HyFlex problem domain module consists of:

1. A routine to initialise solutions in the population.

2. A set of heuristics to modify solutions classified into
five groups:

mutational : makes a (typically random) modifica-
tion to the current solution.

ruin-recreate : destroy part of the solution and re-
build it using a constructive procedure (typically
a greedy procedure).

local search : searches in the neighbourhood of the
current solution for an improved solution.

crossover : takes two initial solutions, combines them
and returns a new solution.

others : heuristics that do not fit into any of the
above categories.

3. A set of interesting instances that can be easily loaded
using the method loadInstance(a), where a is the
index of the instance to be loaded.

4. A population of one or more solutions that has to be
administered.

5. Two parameters α and β, 0 ≤ α, β ≤ 1, which are
the “intensity of mutation” and “depth of search”, re-
spectively, that may control the behaviour of some low
level heuristics.

Note that items 1, 2 and 3 are problem dependent. Cur-
rently 4 domain modules are implemented. Namely, the per-
mutation flowshop problem, 1D bin packing, boolean satis-
fiability and personnel scheduling. Below we overview the
main design choices for each domain. Technical reports are
available describing the details of each module [10, 15, 14,
22].

2.1 The Permutation Flow Shop Problem
The permutation flow shop problem requires finding the

order in which n jobs are to be processed in m consecutive
machines. The jobs are processed in the order machine 1,
machine 2, . . . , machine m. Machines can only process one
job at a time and jobs can be processed by only one machine
at a time. No job can jump over any other job, meaning
that the order in which jobs are processed in machine 1 is
maintained throughout the system. Moreover, no machine
is allowed to remain idle when a job is ready for processing.
All jobs and machines are available at time 0. Each job i
requires a processing time on machine j denoted by pij .

Initialization : Solutions are initialized using the well es-
tablished NEH procedure [17]. This heuristic has been
used as an important component of many effective
meta-heuristics for the permutation flow shop prob-
lem. It has been used as both the initialization pro-
cedure of solutions, to be later improved, and also as
the improving mechanism within the main iteration of
more elaborate algorithms.

Low-level heuristics : A total of 14 low level heuristics
were implemented. Specifically, 5 mutational, 4 local
search (inspired by those proposed in [19]), 3 crossover
heuristics (classical recombination operators for per-
mutation representation) and 2 ruin and recreate heuris-
tics (which incorporate the successful NEH procedure
in the construction process). For more details see [22].



Instance number Size

0-9 20× 5
10-19 20× 10
20-29 20× 20
30-39 50× 5
40-49 50× 10
50-59 50× 20
60-69 100× 5
70-79 100× 10
80-89 100× 20
90-99 200× 10

100-109 200× 20
110-119 500× 20

Table 1: Permutation flowshop module instances.

Set Piece size Bin Number
name distribution capacity of pieces Ref

bp1 Uniform [20,100] 150 1000 [11]
bp2 Triples [25,50] 100 501 [11]
bp3 Uniform [150,200] 1000 100 [20]

Table 2: One dimensional bin-packing instance sets.
Each set contains 20 instances.

Instance data : A total of 120 instances from the widely
known Taillard set [21], are provided. The instance
sizes are are given in Table 1, in the format n×m. The
job processing times, on all instances, are uniformly
distributed random integers in the range [1, 99].

2.2 One dimensional bin packing
The one-dimensional bin-packing problem involves a set

of integer-size pieces L, which must be packed into bins of
a certain capacity C, using the minimum number of bins
possible. In other words, the set of integers must be divided
into the smallest number of subsets so that the sum of the
sizes of the pieces in a subset does not exceed C.

Initialization : Solutions are initialized by first random-
izing the order of the pieces, and then applying the
widely known ‘first-fit’ heuristic [16]. This is a con-
structive heuristic, which packs the pieces one at a
time, each into the first bin that they will fit into.

Low-level heuristics : 2 mutational, 2 ruin and recreate,
repacked with best-fit, and 3 local search heuristics.
These heuristics are inspired by those proposed in [1].
For more details see [15]

Instance data : The problem instances are summarized in
table 2. There are 60 instances in total, 20 in each of
three classes.

2.3 Boolean satisfiability
The boolean satisfiability or SAT problem involves deter-

mining if there is an assignment of the boolean variables of
a formula, which results in the whole formula evaluating to
true. If there is such an assignment then the formula is said
to be satisfiable, and if not then it is unsatisfiable. The pro-
cess of finding an assignment that satisfies the formula is the
search problem considered in this domain module.

Instance set name Variables Clauses

uf200-860 200 860
uf225-960 225 960
uf250-1065 250 1065

Table 3: Boolean satisfiability module instances.

Initialization : Solutions are initialized by simply ran-
domly assigning a true or false value to each variable.
The problem instances included are examples of the so
called 3SAT problem, where each clause contains three
variables.

Low-level heuristics : 2 mutational, 4 local search, and
2 heuristics that combine mutation and local search.
These heuristics are described in [12], and comprise
state of the art local search heuristics for this problem.
For more details see [14]

Instance data : The problem instances are taken from the
“Uniform Random-3-SAT” category on the ‘SATLIB’
website [13]. There are 60 instances in total, 20 from
each of three classes. The instances are summarized in
table 3.

2.4 Personnel scheduling
The personnel scheduling problem involves deciding at

which times and on which days (i.e. which shifts) each em-
ployee should work over a specific planning period. How-
ever, the personnel scheduling problem is actually a title
for a group of very similar problems. There is no general
personnel scheduling problem. Instead there is a group of
problems with a common structure but which differ in their
constraints and objectives. This creates an additional chal-
lenge in implementing a problem domain module for person-
nel scheduling. To overcome this we have designed a data
file format for which each instance can select a combina-
tion of a objectives and constraints from a wide choice. We
then implemented a software framework containing all the
functions for these constraints and objectives.

Initialization : Initial solutions are created with a hill
climbing heuristic which uses a neighbourhood oper-
ator that adds new shifts to the roster.

Low-level heuristics : 3 mutational (including vertical,
horizontal and new swaps, see [10]), 5 local search, 3
ruin and recreate, and 3 crossover heuristics. These
heuristics are taken from previously proposed success-
ful meta-heuristic approaches to nurse rostering prob-
lems [3, 4, 7, 8]

Instance data : The instances have been collected from
a number of sources. Some of the instances are from
industrial collaborators. These include: ORTEC an
international consultancy and software company who
specialise in workforce planning solutions and SIN-
TEF, the largest independent research organisation in
Scandinavia. Other instances have been provided by
other researchers or taken from various publications.
The collection is a very diverse data set drawn from
eleven different countries. The majority of the in-
stances are real world scenarios. An overview of the



instances can be found in [10], they vary in the length
of the planning horizon, the number of employees and
the number of shift types. Each instance also varies in
the number and priority of objectives present1.

3. DISCUSSION AND FUTURE WORK
We are proposing a novel framework for supporting re-

search into modern search methodologies. The HyFlex frame-
work provides the algorithmic components that are prob-
lem specific, thus liberating the users (algorithm designers)
from needing to know the problem domain’s specific details.
At the same time, we prevent the users from incorporating
additional problem domain knowledge. The design efforts
will instead be focused on designing high-level strategies to
intelligently combine the the low-level heuristics provided.
Four domain modules have been implemented: the permu-
tation flowshop problem, 1D bin-packing, Boolean satisfi-
ability and personnel scheduling. Preliminary tests on the
reusability of the modules have successfully been conducted.
Moreover, several meta-heuristics and hyper-heuristics have
been implemented and initial testing has been carried out.
This is work in progress, we are not yet announcing the chal-
lenge. Our current efforts are directed to extend the number
of problem domains. Specifically, we plan to include mod-
ules on educational timetabling, and vehicle routing. Our
goal is to promote research into generally applicable search
methodologies and eventually conduct the Decathlon chal-
lenge of search heuristics. In order to decide the winner of
our competition, we plan to follow a similar point system
than the one currently used in the Olympic event. Further
work is needed to adequately adapt this system.
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