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INTRODUCTION

Designing noise-resilient systems is a major challenge
in the field of automated speech recognition (ASR).
These systems are crucial for real-world applications
where high levels of noise tend to be present. We in-
troduce a noise robust system based on Echo State
Networks and Extreme Kernel Machines which we
call ESNEKM. To evaluate the performance of the
proposed system, we used our recently released pub-
lic Arabic speech dataset and the well-known spo-
ken Arabic digits (SAD) dataset[6]. Different feature
extraction methods considered in this study include
mel-frequency cepstral coetficients (MFCCs), percep-
tual linear prediction (PLP) and RASTA- perceptual
linear prediction. These extracted features were fed
to the ESNEKM and the result compared with a base-
line hidden Markov model (HMM), so that nine mod-
els were compared in total. ESNEKM models outper-
formed HMM models under all the feature extraction
methods, noise levels, and noise types. The best per-

formance was obtained by the model that combined
RASTA-PLP with ESNEKM.

FRONT-END PROCESSING TECHNIQUES

Mel-frequency Cepstral Coefficients

In ASR systems, using MFCCs is by far the most
adopted approach. The process of computing MFCCs
from the acoustic signal consists of six steps: pre-
emphasis, framing & windowing, discrete Fourier
transform is computed, mel filter bank and finally
the inverse discrete Fourier transform is calculated.

Perceptual Linear Prediction (PLP)
Perceptual Linear Prediction was proposed in[1] as a
technique that is more consistent with human hearing.
The main limitation of this approach is its sensitivity
to noise, which can limit its adoption in real-world ap-
plications. The main strength of this technique is the
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PROPOSED SYSTEM

The proposed model aims to improve the classifica-
tion capability of the ESN by applying the EKM clas-
sifier on the output layer instead of the linear clas-
sifier used in the conventional approach. We have
found few attempts in the literature to overcome the
limitation of the linear readout function and replace
it with a nonlinear classifier. The added training time
(and the binary nature of some classifiers such as
SVMs) makes this impractical for many tasks, specifi-
cally for multi-label tasks with a relatively large num-
ber of classes. However, using EKM yields the bene-
fits of using the nonlinear function while maintaining
a single-shot convex solution that can handle multi-
label tasks even when the number of labels is large.
This is important not only for the efficiency aspect
but also for reproducibility: many nonlinear classi-
fiers such as multilayer perceptrons are sensitive to
their initial weights.

ability to compress speaker-dependent information
while maintaining the relevant information needed to
identify different linguistic traits even when a small
number of order is used.

RASTA- Perceptual Linear Prediction (RASTA-PLP)
In order to overcome the limitations of PLP the
RASTA-Perceptual Linear Prediction (RASTA-PLP)
approach was introduced in[2]. It provides a low-
dimensional representation with robust performance
in noisy environments. Unlike short-term spectral
analysis, RASTA-PLP makes use of context informa-
tion.
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RESERVOIR COMPUTING

Reservoir computing (RC) is an emerging field that
offers a novel approach to training recurrent neural
networks. RC contains several techniques that have
been derived from different backgrounds. However,
all of them share the main idea of the random initiali-
sation between the weight of the recurrent nodes and
only learning weights in the output layer by using
simple read-out functions. The two major approaches
that lie under the umbrella of RC are the echo state
network (ESN) and the liquid state machine (LSM). In
this paper we adopt ESN to develop our model due to
its efficient implementation and the ease of interpret-
ing the reservoir response compares to LSM where
the response is in the form of spike trains.

ECHO STATE NETWORK

Reservoir Randomly Connected yeollected

The structure of the ESN and readout system. On the
left, the input signal is fed into the reservoir network
through the fixed weights W™. The reservoir network
recodes these non-adaptively, and the output from
the network is read out using the readout network
weights WU which are learned.
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ESNEKM System Result
02194009 T™M [3] 93.10%
99.69%(0.06) CHMMI4] 94.09%
9905%(0.19) LoGIDJ[5] 95.99%
ggggﬁg% ESN(This work) 99.06% (0.23)
ESNEKM(This work)  99.16% (0.12)
94.82%(0.30)
75.39%(0.97)
98.41%(0.07) Table 2
79.50%(0.85)
35.35%(1.96)
90.29%(0.53) Table 1
99,35 %(0.18) able 1.
99.02%(0.06) Results obtained by the proposed system, ESN and a baseline hidden Markov
PR model (HMM) on the Arabic Speech Corpus for Isolated Words. It contains about
94.41%(0.34) 10000 utterances of 20 words spoken by 50 native male Arabic speakers. In ESN
3323%8% and ESNEKM, we report the means and the standard deviations over ten runs.
Table 2:
gi"gl’;gggg; The results on the SAD|[6], summarised in table 2, show the superior performance of
90.76%(0.44) the proposed system compared to the systems found in the literature. This Corpus

contains 8800 samples and available only as MFCC vectors, so we can not apply
different feature extraction methods or add noise to this corpus.

CONCLUSION & FUTURE WORK

A novel speech recognition model based on RC and EKM which we call ESNEKM was proposed and evalu-
ated on a newly developed corpus and the well-known spoken Arabic digits (SAD). Different feature extraction
methods considered in this study include mel-frequency cepstral coetficients (MFCCs), perceptual linear predic-
tion (PLP) and RASTA-perceptual linear prediction. The result was compared with a baseline hidden Markov
model (HMM), so that nine models were compared in total. These models were trained on clean data and then
tested on unseen data with different levels and types of noise. ESNEKM models outperformed HMM models
under all the feature extraction methods, noise levels, and noise types. The best performance was obtained by
the model that combined RASTA-PLP with ESNEKM. Future work will include an investigation of the system
usability in Arabic continuous speech and the possible use of a language model.



