Coding and Decoding Speech using a Biologically Inspired Coding System
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Abstract—A spike (event) based sound coding technique has been presented in this study where the spikes are similar to the spikes exhibited by type 1 fibers of the auditory nerve. This lossy coding technique has already been shown useful for inter-aural time difference based sound source direction finding. Here, we show that decoding and resynthesising this code can produce intelligible speech even using a small number of spike trains. We have used few composite techniques including speaker verification to assess the effectiveness of the coding technique on a large number of TIMIT sentences. This biologically inspired coding technique can provide suitable input for a spiking neural network, as well as maintaining the accurate time structure of sound.

Index Terms—spike coding, spike decoding, speech coding, biological inspiration, x-vector, i-vector, speaker diarisation, speaker recognition

I. INTRODUCTION

This study describes an event-based coding, based on animal hearing systems. Most of these translate sound into a set of spike trains (events) transferred to the animal’s brain along the type 1 fibers of the auditory nerve (AN). There are many type 1 fibers, and these are tonotopically arranged. Some fibers (“high spontaneous rate”) respond to low intensity sounds, saturating (i.e. firing at their maximal rate) with louder sounds, and others (“low spontaneous rate”) respond only to louder sounds. There are about 30,000 type 1 AN fibers in humans, and 50,000 in cats. At low frequencies, (up to about 3 kHz) the spikes from these fibers are approximately phase-locked to the incoming signal [1].

Although this type of coding technique is not unique in nature [2], it is particularly suited to processing using spiking neural networks, as it is an event-based spectro-temporal coding. Most neuromorphic silicon cochleas follow a similar method of encoding their output (reviewed in [3]): for each frequency band a number of spike trains are generated, emulating the sensitivity of different type 1 auditory nerve fibers. This study examines the effect of varying the number of frequency bands (bandpass channels) and the number of threshold levels on the quality of the spike coded and then decoded (resynthesised) speech, with a view to understanding the required number of bandpass channels and threshold levels: this becomes important for the design of neuromorphic silicon cochleae.

Similar work has been carried out by [4], where a hierarchical spike code is capable to capture complex structure in music, animal vocalizations and ambient natural sounds. A biologically inspired low-bit-rate spike encoder is also developed in [5] and then improved in [6] and this coding shows that high quality audio can be delivered at between 10 and 21 bits per spike. However, in the work presented here we are interested in minimising the number of spike while maintaining intelligibility.

In earlier work, we used an engineering approximation to the animal code (based on the Gammatone filterbank [7], followed by a simple neural network) to detect onsets in sounds, and to find the location of sound sources by considering inter-aural (inter-microphone) time differences at the onset of the sound [8], [9] and for identifying the type of musical instrument that produced single notes [10]. Considering everything that the brain does with sound must originally be based on these type 1 AN spikes, we became interested in re-creating the original sound from these spike trains.

Clearly, the brain does not decode sound from these spikes, but interprets them. But, by decoding the sound from its spike based code, we can discuss the effectiveness of the spike coding technique by comparing the quality of the decoded sounds with the original sounds and investigating into the intelligibility preserved in the decoded sounds from the original sounds.

Models such as Gammatone filter bank [7] with centre frequencies [11] are built on early auditory processing and they can be used as a basis for speech and sound coding [12].

This type of filter bank [13] has also been used in optimising quantizer for the spike amplitudes while coding audio. It has also helped in minimising computational costs.

The idea of using such biologically inspired codes or representations for resynthesis is considered in [14], [15] and [16] with the latter two using the Gammatone filterbank as front end. Neuromorphic cochleae also use approximately
logarithmically distributed centre frequencies [3]. This study uses a relatively small number of frequency bands, and a small number of threshold levels while coding the audio and after running few tests on the large TIMIT dataset by comparing the original and decoded audio, we confirm that it still manages to provide good quality of decoded audio. This suggests that our biologically inspired spike based coding technique, even when used with small numbers of bands and threshold levels, is capable to code and decode audio which maintains the information required for intelligibility, and is therefore a good candidate as input to an interpreting neural network.

II. SPIKE CODING AND DECODING

Sounds are coded and decoded using software so that particular parameters (number of bands \((N_f)\), and number of threshold levels \((N_J)\)) can be easily adjusted, and the sound quality assessed.

A. The spike coding technique

The coding technique is described in detail in [8], [9], and shown in figure 1.

Briefly, the incoming sound \(s(t)\) is passed through a Gammatone filter bank, to create \(N_f\) bandpassed signals, \(s_i(t)\), for \(i = 1 \ldots N_f\), where \(N_f\) is the number of bandpassed channels. For each signal \(s_i(t)\), \(N_J\) spike trains \(P_{i,j}\) (with \(i \in \{1 \ldots N_f\}\), and \(j \in \{1 \ldots N_J\}\)) are generated. Each spike marks a positive-going zero-crossing event in \(s_i(t)\). The difference between the spike trains indexed by \(j\) (for fixed \(i\)) is in the level of the signal prior to the zero-crossing. For \(j = 1\), a spike is generated when the signal exceeds a minimum (voltage) threshold (here set to 0.0002) in the previous quarter cycle (using the centre frequency of the \(i\)th band to calculate the period). For \(j = N_J\), the threshold is 0.0362, which makes the \(N_J\)th band 10\(\log_{10}(\{(0.0362/0.0002)^2\}) = 45.2\) dB less sensitive. When \(N_J > 2\), intermediate thresholds are calculated geometrically. There are thus \(N_f \cdot N_J\) spike trains, although when a spike is generated in spike train \(P_{i,j}\), it is also generated in spike train \(P_{i,j'}\) for \(j' < j\). In practice, we generate only \(N_J\) trains of pulses, with each pulse coded by the maximal value of \(j\) for which a spike is generated. We thus store the event trains \(Q_i\), for \(i = 1 \ldots N_f\), with each element of each train being \((t_{ik}^{k}, j_{ik}^{k})\), that is, the time and the maximal \(j\)-value of each zero-crossing event, with \(k\) indexing the event number.

B. The spike decoding technique

Here, our aim is to generate a signal that could have resulted in the set of pulse trains \(Q_i\). Clearly, this signal is not unique. Each \(Q_i\) is processed individually, and then the signals from each channel are summed. Figure 2 explains the decoding technique.

First, the spike trains are delay compensated to take account of the delays introduced by the Gammatone filterbank [17]. Next we consider pairs of consecutive spikes in the \(i\)th channel, at times \(t_{ik}^{k-1}\) and \(t_{ik}^{k}\), where \((t_{ik}^{k} - t_{ik}^{k-1}) < \frac{2}{f_i}\), where \(f_i\) is the centre frequency of the \(i\)th bandpassed channel. For each of these, we generate a single cycle of a sine wave with period \((t_{ik}^{k} - t_{ik}^{k-1})\), that is, frequency \(\frac{1}{(t_{ik}^{k} - t_{ik}^{k-1})}\). The amplitude of the sine wave depends on \(j_{ik}^{k-1}\) and \(j_{ik}^{k}\). This amplitude value is associated with each \(j\) value, linearly based on the threshold levels used in the spike event generation. When \(j_{ik}^{k-1} \neq j_{ik}^{k}\), a linear ramp is used to modulate the sine wave cycle.

Where there is a sequence of consecutive spikes in bandpass channel \(i\), each less than \(\frac{2}{f_i}\), apart, we add an extra ramped sine wave at the start and the end, with one end of the ramp set to 0, so that the concatenated set of sine waves starts and ends smoothly at 0. When there is a single isolated spike event, we treat it the same way, so that we generate a pair of sine waves, modulated to start and end at 0, with frequency \(f_i\). These techniques can result in non-linear distortion of the signal; however, we note that the aim of this work is to show that intelligibility is maintained even for small numbers of spike trains, rather than to find the optimal decoding technique.

To create the final decoded signal, we concatenate all the sine waves (putting 0’s in between them) for each frequency band with centre frequency \(f_i\), then add up all the signals across the \(N_f\) bands. Lastly, we normalise the signal so that the maximal amplitude is in the appropriate range. A more detailed description may be found in chapter 3 of [18].

Clearly this is quite complex: however, we note that since the coding is not necessarily intended for decoding, but for interpretation, and in that case, it does not matter how complex decoding is. That said, we believe the coding to be quite efficient for situations in which there are many lines carrying data, and where the energy required to transfer each event is small (as is the case in animal nervous systems).

III. RESULTS FROM TIMIT DATASET

The system was initially tested on a variety of sounds including ‘string’, ‘percussion’, ‘male and female speech’ and the results were assessed both by human listeners (subjective testing) and by using the composite techniques (objective testing) described in [19]. The subjective testing results mentioned at the table 5.41 in [18] shows that our lossy coding technique is able to generate audio with differences which cannot be perceived by the human ear using 16 bandpass channels and 12 threshold levels. This shows that our lossy coding technique is able to generate audio with differences which cannot be perceived by human ear for 16 bandpass channels and 12 threshold levels. The subjective test only contained 20 questions which took about 5 to 8 minutes for each of 21 participants to complete.

Here, we also describe results on short duration speech utterances from the TIMIT dataset [20]. This consists of 1360 female utterances, and 3260 male utterances. The composite computer based assessment technique is again from [19]. In the work reported here, we used their composite objective measure, Covl, calculated as

\[
\text{Covl} = 1.594 + 0.805 \times \text{PESQ} - 0.512 \times \text{LLR} - 0.007 \times \text{WSS}
\]
Incoming sound $s(t)$ is passed through the gammatone filterbank with $N_f$ number of centre frequencies. Each positive zero crossing is a spike at a threshold level, explained in the text. These are the spike trains $Q_i$ which are ready to be stored or transmitted.

The spike trains $Q_i$ are processed using their threshold levels and bandpass channels centre frequencies, and sine waves are generated for each spike. These are summed to generate the resynthesized audio $s_R(t)$.

We varied the number of Gammatone filter bands, $N_f$, from 5 to 15 with steps of 2, with the lowest $f_i$ set to 100 Hz, and the highest to 3950 Hz. The equivalent rectangular bandwidth was set to 1. In addition we varied the number of spike thresholds $N_J$ from 3 to 12, with steps of 2. This gave the results shown in figures 3 and 4.

An instrumental intelligibility metric called $\text{SIIB}^{\text{Gauss}}$ has been developed in [23]. This is an evaluation method of comparing the intelligibility of two sounds. We have used $\text{SIIB}^{\text{Gauss}}$ over $\text{SIIB}$ as it takes less time to compute although both of them have state-of-the-art performance in evaluating the quality of a speech sample [24]. $\text{SIIB}^{\text{Gauss}}$ values have been calculated for the original audio with the resynthesised audio from the TIMIT dataset with the same Gammatone Filterbank configuration. The TIMIT dataset is sampled at 8K samples/second, and thus cannot contain energy above 4KHz. Each is about 1 second long. The MATLAB codes developed and published in [24] require the audio files to be over 20 seconds long. We therefore concatenated recordings from the same speaker to make the length of the audio files greater than 20 seconds.

A recording name in the TIMIT dataset can be as ‘FAEM0SA1.AU’. Here, ‘FAEM’ is the code for the speaker (‘F’ for female and ‘M’ for male) and the ‘SA1’ is the code for the sentence. They are seperated by the digit ‘0’. We have used MATLAB script to concatenate all audio files for a speaker and then resynthesised them by using number of bandpass channels varying from 5 to 15 (in steps of 2), and number of threshold levels varying from 2 to 12 (in steps of 2). Then the mean $\text{SIIB}^{\text{Gauss}}$ values are generated comparing the original and resynthesised audio and shown in figure 6 and figure 5.
for 269 males and 124 females.

Listening to the resynthesised utterances, male speech is always intelligible at 6 bandpass filters and 7 threshold levels: female speech seems to sound more distorted, though the intelligibility threshold remains about the same. The required number depends on both the speaker and the listener. Only an initial subjective assessment of few sounds has been carried out as explained in chapter 5 of [18]; a full-scale subjective intelligibility assessment is yet to be carried out.

Automatic speaker recognition and diarisation is possible by means of x-vectors [25] and we have developed a system shown in figure 7, to compare the effectiveness of a coding technique by recognising if the same speaker is diarised in both original and decoded audio.

As explained in figure 7, the number of channels has been varied from 5 to 15 (in steps of 2) and the number of threshold levels from 2 to 12 (in steps of 2) while decoding audio. Thus we have used 6 different numbers of bandpass channels and 6 sets of threshold levels which produces 36 decoded audio for every combination of bandpass channels and threshold levels. We concatenate the original audio file with the decoded audio files and this gives the total number of audio clip as 37. We have tested 20 male speakers and 20 female speakers and if we denote $\Phi$ as the symbol for concatenation, then the audio clip which is fed into the x-vector extractor after extracting mel-frequency cepstral coefficients (MFCC) features in figure 7 is $S(t)$, as shown in equation 2.

$$S(t) = \Phi^{20}_{n=1}(s^n(t)) + \Phi^{36}_{d=1}s^d(t))$$

The final audio $S(t)$ is approximately 6 hours long for both male and female. We have used a x-vector which is pre-trained on the multi-channel Wall Street Journal Audio-Visual data corpus [26] and on VoxCeleb data collection [27]. We have used Kaldi speech recognition toolkit [27] for extracting the x-vectors and then cluster the same speaker diarisation scores by means of a probabilistic linear discriminant analysis (PLDA). This produces a RTTM file [28] which is read in Python ([29] and [30]) and a ‘speaker identifier strength’ ($\eta$) is calculated by counting the number of times ($\gamma$) the same speaker is diarised.
for an audio clip and the dividing it by the total number of audio clips (37) for a speaker, as shown in equation 3.

$$\eta = \frac{\gamma}{37}$$

(3)

where, $1 \leq \gamma \leq 37$

Fig. 7. Speaker diarisation for the original and decoded audio: the number of channels has been varied from 5 to 15 (in steps of 2) and the number of threshold levels from 2 to 12 (in steps of 2) for decoded audio and this gives us 36 decoded audio for one original audio clip. These 37 audio clips are concatenated together, as shown in equation 2, for one speaker and there are 20 (male/female) speakers in total and this produces a speech audio of length 6 hours combining 740 short audio clips. X-vectors are extracted from the MFCC features and then they are clustered by means of PLDA. Finally we have a speaker diarisation score ($N_1, N_2 \ldots N_{20}$) for every single audio clip in a RTTM file.

Fig. 8. Speaker Identifier Strength: For male speakers, higher number of threshold levels and bandpass channels decode the original audio in such a way that it can still be diarised as the same speaker, although it has more variation than male speakers.

Fig. 9. Speaker Identifier Strength: For female speakers, higher number of threshold levels and bandpass channels decode the original audio in such a way that it can still be diarised as the same speaker, although it has more variation than male speakers.

Both figure 8 and 9 shows that using higher number of threshold levels and bandpass channels in our spike coding can produce decoded audio which can still be identified as coming from the same speaker. Some original and resynthesised sounds may be found at https://bit.ly/2I2XBZV.

**IV. DISCUSSION**

The coding used here is a computationally tractable (and easily engineered) approximation to that used in the auditory nerve and similar codings are used in so-called silicon cochlea [3]. The major differences between the coding used here and the type 1 AN fibers are that (i) we are using a far smaller number of bandpass filters than the approximately 3,500 transducing inner hair cells in the human cochlea (each drives about 10 type 1 AN fibers), (ii) we do not limit the number of events per second on each fiber (in real AN type 1 fibers, the maximal spiking rate is about 300 spikes per second), and (iii) we have a larger number of threshold levels (the literature suggests that there are low spontaneous rate and high spontaneous rate type 1 fibers) [1]. To some extent, these differences compensate for each other, at least at higher frequencies, since multiple fibers can have a high total spiking rate, but there is also stochasticity in real AN fiber firing, so that phase locking is lost after about 3 kHz.

We are interested in the possibility of decoding these events to produce intelligible speech: for this purpose, the complexity of the decoding process is not important. Clearly if one were interested in using this coding as a method of recording or transmitting sound, the size and complexity (duration) of the coding and decoding would be important. The amount of time taken for both coding and decoding depends primarily on the number of bandpass channels and the number of threshold levels. Using 7 bandpass channels, and 7 threshold levels on a Mac Mini (3.2 GHz Intel core i7, 32 Gbyte 2667 MHz memory, running Matlab R2019a under OS X 10.14.5), coding and decoding 100 TIMIT utterances (total duration 294.47 seconds) takes 42.64 seconds; the coding itself takes 31.81 seconds. This suggests that decoding takes about 3.7% of the signal duration.

This work differs from [14] firstly in using the Gammatone filterbank, but more importantly in using the actual spike times from each filter output, rather than choosing the dominant frequency present every 20 ms. We note that (i) because filters are wideband, dominant frequencies will also be detected by
filters whose center frequency is distant, and (ii) the coding of the amplitude to use is much more impoverished when the number of thresholds is low. In [15], the Gammatone filterbank is used with a fixed number, 20, of filter bands. A power law based compression technique is used, followed by an ensemble of neurons for each bandpass channel. The firing rate is used to code the amplitude. In essence this is similar to what we do, by using geometrically related thresholds for the spike trains indexed by $j$. It does, however, require more spike trains. In [16], the same techniques as in [15] are used, but with more (50) bandpass channels. Using so many channels allows for omitting some in the reconstruction to enable better signal to noise ratios when there are interfering sounds. However, using more channels increases the amount of data required for code transmission.

A. Number of bandpass channels and threshold levels to use

The minimal amount of subjective testing used suggests that 6 or 7 bandpass channels and threshold levels are required to ensure intelligibility. The scores shown in figures 3, 4, 5 and 6 suggest that for a given number of bandpass channels and threshold levels, the intelligibility of male speech is higher than that of female speech. This is supported by the small amount of subjective testing done. This may well be due to the larger amount of the energy of female speech being at higher frequencies than is the case for male speech. Figure 8 and 9 shows that by using higher number of bandpass channels and threshold levels, our biologically inspired spike coding technique is able to preserve enough intelligence which enables a speaker recognition system, shown in figure 7, to diarise that both original and decoded audio is coming from the same speaker.

As can be seen from figures 3 and 4, and as is also clear from subjective testing, quality and intelligibility increases as the number of bandpass channels increases to about 11, but then plateaus. Something similar happens above about 8 threshold levels. Subjectively, there is a gradual increase in quality as the number of bandpass channels increases, but little audible difference above 9 threshold levels. The speakers can also be recognised successfully while using higher number of bandpass channels and threshold levels. This is the case for both male and female speech utterances.

B. Code size

One important question is the amount of data required to transmit the code. If one is storing the code, each event needs to store $i$, $j$ and the event time $t_e$ (or sufficient information to recreate these). For $i$, one needs $\log_2(N_f)$ bits, and for $j$, one needs $\log_2(N_J)$ bits. It is less clear how many bits are required to store the time, as this depends on the accuracy with which one needs to recreate the time. Timings within a few $10^2$ of $\mu s$ are required if one wants to be able to use time difference of arrival techniques for sound source direction finding, but for intelligibility alone, less precision is needed. One possibility is to use the sample number, or, to reduce the maximum value required, the number of samples since the last event (probably in this bandpass channel). At a sample rate of 16 Ksamples/second, 14 bits would allow times up to one second to be coded with $\pm 30 \mu s$ accuracy. Reducing the precision to $\pm 120 \mu s$ would allow times of up to 1 second to be coded in 12 bits. Thus, for $N_f = 16$ and $N_J = 8$, and accuracy of event times of $\pm 120 \mu s$, 19 bits are required per spiking event.

If one was willing to store the events sorted by threshold level within bandpass channel number, the number of bits per event could be reduced where there are many events per threshold level within bandpass channel. This is usually the case. In this case, the channel number and threshold level would not need to be stored for every spiking event. Further, where many events occur closely spaced in the same bandpass channel, it would be possible to reduce the number of bits per event by coding the time between events rather than the event time. In addition, LZW coding [31] could be applied. However, these forms of coding would require the whole file to be read and decoded prior to generating any sound from the file, and cause a delay in playing the sound back.

In animals, the auditory nerve coding uses a separate nerve fiber for each spiral ganglion axon output (i.e. auditory nerve type 1 fiber). Signal times are not coded as such: the axonic spike marks its own time. Using $N_f$ lines (one per bandpass channel), one would need to send a set of $\log_2(N_f)$ bits per event to code the threshold level, as the time would be the time of the signal, and the bandpass channel implicit in the choice of the line down which the pulse was sent. Going further, one could use a single higher speed line, and send a packet of length $\log_2(N_f) + \log_2(N_J)$ bits to code the channel number and threshold level. The time of the packet itself would code the event time. If we had $N_f = 16$, and a highest $f_i$ of 4 KHz, the maximum number of events per second would be 21570, assuming that all bandpass channels spike at $f_i$ events per second. Taking $N_f = 16$, this would require 8 bits per event, giving a maximal data rate of 172620 b/s. The data transfer rate required would be higher than this, to allow for protocols, say 300000 b/s. In addition, many events might be almost coincident, but we can only transfer one event at a time so that we need to ensure that the time between almost coincident events is small enough: a few $10^2$ of $\mu s$. But serial lines of data rate greater than 10 Mb/s are commonplace so that this would be straightforward. We note however, that the event rate is normally much lower than this highest possible value: the highest value would only be reached if there was a positive-going zero-crossing in every bandpass channel at all times, which is unlikely to be the case.

C. Connection to neural networks

There are many ways in which sound (speech) can be coded for input to neural networks. One can, for example, calculate cepstral coefficients (e.g. MFCCs), as are used by the speech community. Why then are we suggesting something so different?

We are proposing an event-based scheme: in such a scheme, events arrive immediately after their occurrence. With an
MFCC (or other Fourier transform based technique), new values arrive regularly, perhaps every 25 or 40 milliseconds. Here, events arrive as they occur (or rather, with a delay that depends primarily on the speed of calculating bandpass transforms). Further, the coding maintains the fine time-structure of the sound signal, something that is lost with regular computation of a set of parameter values. While it is not clear that this is important for interpretation of clean speech, it is important for identifying foreground from background sound. Wideband sounds are the norm: they lead to the co-occurrence in time of events (spikes) across different parts of the spectrum. This co-occurrence can be used to group signals emanating from the same sound source [32]. This is simply not possible with regularly computed spectral coefficients.

We note that because this coding maintains precise timing, implementing it using signals from more than one microphone would enable time difference of arrival (TDOA) measurements to be made, assisting the identification of the direction of the sound source, though would need accurate time recording. Earlier work [9] used a similar coding to compute the TDOA at sound onsets (which are assumed to come from the direct path from the sound source). Onsets were detected using a neurally plausible technique based on depressing synapses and leaky integrate-and-fire neurons. If a similar coding technique, explained in this study, was used in a hearing aid or cochlear implant, this might enable the user to identify sound source direction.

V. Conclusions and future work

We have demonstrated a biologically inspired coding system, shown that it can be transmitted using a reasonable number of bits, and that it can be decoded quite quickly to produce intelligible speech. The intelligence has been measured by comparing the original and decoded signal by means of PESQ scores and SII\textsubscript{Gr}auss values. Our findings also show that the same speaker can be verified in both original and decoded audio by using a pre-trained x-vector extractor. Some parameter ranges have not yet been thoroughly investigated, for example the equivalent rectangular bandwidth, as well as the dynamic range. In addition, other measures of intelligibility could be calculated by running a thorough subjective test with more than 100 participants from different cultures and accent and more than 100 comparisons between original and resynthesised sounds. Another state-of-the-art algorithm used for speech and speaker verification is ‘i-vector’ [33] which can be extracted by using deep neural network [34] for short utterances like the recordings used in TIMIT dataset [35]. It will be interesting to see if the resynthesised audio can still be verified as coming from the same speaker by using a pre-trained ‘i-vector extractor’.

We suggest that this type of coding is particularly applicable for providing input to spiking neural networks: the maintenance of precise timing, as well as of spectral and intensity information is important for foreground/background streaming for sounds, and not just for speech as well as for the interpretation of sound. Because coded sounds can be reconstructed while maintaining quality, we suggest that this biologically inspired coding technique maintains the information important for interpretation and speaker recognition.
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