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Abstract

Objectives The aim was to support people with cognitive impairment tigto
speech-based dialogues that guide them through everydiy saich as activities of
daily living. The research objectives were to simplify thesidn of prompting dia-
logues, to automate the checking of prompting dialoguesyotactic and semantic
errors, and to automate the translation of dialogue desigos form that allows their
ready deployment.

Approach Prompting dialogues are described usirgeSs(Communication Rep-
resentation Employing Systematic Specification). This motation and toolset that
allows the flow in a service (such as a dialogue) to be definad understandable and
graphical way. A dialogue diagram is automatically trateslainto a formal specifi-
cation for rigorous verification and validation. Once coafide has been built in the
dialogue design, the dialogue diagram is automaticallystieted into VoiceXML and
deployed on a voice platform.

Results All key objectives of the work have been achieved. A varietgignif-
icant dialogues have been successfully represented usn@rRESSnotation. These
dialogues have been been automatically analysed througtafwerification and val-
idation in order to detect anomalies. Finally, the dialoghave been automatically
realised on a VoiceXML platform and have been evaluated wathnteer users.
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1. Introduction

This section discusses the motivation and objectives ofgbearch. As healthcare
background, the nature and implications of cognitive impant are explained. As
technical background, the design of dialogues, promptstesns and formal methods
for these are discussed.
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1.1. Motivation

Cognitive impairment is widespread and has various caus#gding dementia,
stroke, traumatic injury, learning difficulties and merilimless. People with cognitive
impairment can have problems initiating, planning, segirey attending and remem-
bering. Severe cognitive impairment can make it impossibteout support to per-
form routine activities of daily living such as food prepioa, dressing, laundering
and self-care.

Technological support for people with cognitive impairrhisrtherefore highly de-
sirable. Research has shown that appropriate technologguggoort cognitive function
and thus enable independence [28]. Assistive technolagyoignition has been shown
to help people with dementia, traumatic brain injury anetbeovascular accident. Sev-
eral reminding devices have been developed to help peoptedaily tasks.

More recently, researchers have begun working on microapting (or sequenc-
ing) systems that guide users step-by-step through a gitenta[19, 34, 36]. It has
been argued that the optimum strategy is to simulate thealprbmpting provided by
carers [36]. This is because verbal prompts do not intexatte visual tasks, do not
increase cognitive load, and do not require mastery of amytaehnology by the user
[35]. The theory and rationale behind prompting dialoggekscussed in section 1.3.1.

Prompting for even relatively ordinary tasks requires tdrdesign of complex di-
alogues. These are typically prepared by care professianémily members. Errors
in prompting dialogues are undesirable as they are likehotdfuse a user who is al-
ready struggling to complete a task. Incorrect dialoguesatso raise safety concerns
(e.g. an incorrectly donned artificial limb might cause & dalinflammation). There
is, as yet, no established procedure for ensuring that tideglies used in prompting
devices are free from error.

The starting point for the work in this paper was the&IGE prompting system
(General User Interface for Disorders of Execution, désctiin Section 1.3.3). This
provided a set of dialogues for study, and a baseline for eoisgn with the new
approach in this paper. The new work aimed to improve omD& as follows:

¢ to simplify the design of prompting dialogues

e to automate the checking of dialogues for technical ermsyntax and seman-
tics

¢ to automate the translation of dialogue designs into a fbahallows their ready
deployment.

The methodology of this paper is generic in two senses. I¥§iisapplies to rig-
orous design of many kinds of dialogues and to interactiveeviesponse systems in
general. Secondly, it usesREss(Communication Representation Employing System-
atic Specification, Section 2) as a general approach toaigodesign of many kinds
of services (dialogues being only one kind of example).

All the key techniques and tools have been developed by thiees1 the over-
all methodology, the dialogue design principles, and tire€5toolset for creating,
analysing and realising dialogues. However, these relytbar@eneral-purpose tools
developed by others: analysis tools for theTlos specification language, and speech
tools for the VoiceXML scripting language.



1.2. Healthcare Background

The cost of formal and informal care provision per annum isrd¥S$300 billion
in the USA [26] and over£66 billion in the UK [13]; these costs are becoming un-
sustainable [5]. The majority of this care is for basic dtiti¢ of daily living such as
dressing, personal hygiene and food preparation. In stipgarognitive impairment,
care providers mainly monitor activity performance andvite verbal prompts.

The social and identity cost of care is also significant. Gignimpairment can be
embarrassing and distressing, often leading to feelingsvafion of privacy, depen-
dency and being treated like a child [41]. It is importanttiee individual to retain a
sense of identity and feelings of self-worth.

When supporting people with cognitive impairment, carexgehbeen observed to
follow a wide variety of prompting strategies. Sometimereca provide only verbal
prompts, sometimes they model the desired activity, andetioms they use ‘hand-
over-hand’ support [21, 44]. A study was made of verbal prtsnppovided by formal
caregivers to people with Alzheimer’s disease during a haashing task [64]. This
found single-proposition prompts to account for almosf bélkll prompts, and that
closed questions, repetition and paraphrased repetitwa also common.

Carers provide verbal prompts that remind the care receif/evhat to do and
how to do it. The care receiver can experience this verbghau@s overprotective,
nagging or undermining [20]. Caring for someone with a ctigaimpairment can
be a tremendous strain for the caregiver, leading to stdegsession, anxiety, lack of
sleep and fatigue [41].

Although cognitive impairment can affect all ages, it partarly affects older peo-
ple (who are most prone to dementia and stroke). In the UKp#reentage of the
population aged 65 or over is expected to increase from 162009 to 23% in 2034
[59]. However the most significant increase will be in the ggaup of 85 years and
over (5% of the population by 2034).

Dementia is the largest cause of cognitive impairment. #cdbes a group of
symptoms associated with a progressive decline in memodgnstanding, judgement,
language and thinking. In the UK, the number of people witmeetia is currently
over 821,000 (1.3% of the population) [29], and predictetb¢ol,740,000 by 2051.
According to [65], the global cost of dementia in 2010 was B&®billion. An 85%
increase in this is predicted by 2030, with the bulk of the celsiting to care provision.

Medical interventions aimed at restoring cognitive difes in dementia have
had limited success [15]. Biomedical attempts to find a ‘cfoedementia are also
problematic [30]. At best these interventions delay theebio§ symptoms, possibly
prolonging the period of dependency on care. A solution &ded to the problem of
care, not to the problem of nerve degeneration.

Brain injury is another cause of cognitive impairment. Andib00,000 people in
the UK live with a long-term disability as a result of a trauiodrain injury [22]. Over
143,000 people in the UK have a stroke each year, the majwgityg over 65. 75% of
stroke survivors experience disability in physical, emoél or cognitive functions.

Learning disabilities make it difficult to learn as quicklyia the same way as an
unaffected individual. The number with learning disalaktin the UK is currently es-
timated to be 1,105,000 [17]. Again, the ageing populati@ans that a 36% increase
is expected from 2001 to 2021.



The above statistics reveal the massive scale of cognitipairment, with its re-
sultant economic and social costs. Given the limited paefdr biomedical cures,
technology is increasingly seen as a means of transforrhimgrovision of care. A
central aspect of such technologies will likely be promgtitialogues aimed at emu-
lating the cognitive support already being provided by gaes.

1.3. Technical Background

1.3.1. Prompting Dialogues for People with Cognitive Intpent

People routinely provide cognitive support. For exampéepts monitor the ac-
tivity of their children and intervene with suitable verlsalggestions [11]. The process
through which an expert guides a novice in a task, using piiyneerbal support,
has been called ‘scaffolding’ [38]; this has been extergistidied in developmental
psychology [68]. Verbal scaffolding entails the expert neding the novice, focusing
attention, and helping to conceptualise and sequence a task

Following the principles of scaffolding, prompting dialogs are defined to involve
an expert providing a verbal ‘scaffold’ just beyond the dpibf the novice. This allows
novices to perform above their own unaided ability. Thead#hce between unaided
and aided ability was termed ‘the zone of proximal developtrigy Vygotsky. It has
been argued that encouraging action within this zone iswiasé development [60].
Exactly how verbal prompting interacts with cognitive ftioa is unclear. A Vygot-
skian standpoint assumes that higher mental functionsaagell verbally mediated
through truncated internal dialogues. It is then possiiée verbal prompting directly
supports cognitive function. For example, verbal prongptirithin the zone of proxi-
mal development often uses questions. It might be that thteseilate self-reflection
in the novice, scaffolding self-questioning and thus setfulation of behaviour.

Recently the concept of scaffolding has been used to urathetgihe verbal support
provided by carers and therapists to people with cognitiyeairment during task per-
formance [35, 38]. Therapists and carers working with peegio have sequence per-
formance difficulties can be conceptualised as providingraal support for initiation,
problem-solving, generativity, planning, sequencingamisation, self-monitoring, er-
ror correction and behavioural inhibition. To benefit frohistinstruction, patients
require different and often intact cognitive processesag verbal comprehension,
object identification, memory of single stage directions] &erbally mediated motor
control [67].

The concepts of scaffolding cannot be transposed withoulification from sup-
porting cognitive development in children to supportingeibive function in adults
[46]. Moreover, the prompting strategies that caregivepsrt they follow do not agree
with the actual strategies they are observed to use [44]fdllosving design principles
for prompting dialogues are based on a review of the liteeséibbout providing verbal
prompts to adults with cognitive impairment:

the prompts should be in line with expectations and unanthig(i16]

prompts should use common sense and everyday landmarks [7]

key words should be preceded by a pause or a disfluency sueh f2]

the use of metaphor should be avoided [66]



e prompts should be phrased in terms of ‘do’ rather than ‘dht

e speaking slowly is not necessarily beneficial, because kes\@rompts longer
and thus more taxing on memory [44]

e prompts should use as few prepositions as possible [62]
e prompts should begin with the user’s name in order to gehtdte [34]
e prompts should use a male voice as high frequencies may Herttarhear [33]

e prompts should be repeated regularly because sentendkisegery poor, al-
though sentence comprehension can be good amongst petipldamentia [8]

e key prompts should begin with alerting redundancy (e.g.atEhgreat, now
do ...") to give a user sufficient time to attend to the incogrimformation [36]

e yes/no questions are more effective at preventing comratinit breakdown
than open-ended questions, but they can undermine theofreefithe person
with cognitive impairment [44].

Itis not expected that all these prompting strategies wilhppropriate for all types
of cognitive impairment, for all levels of severity and fdirtasks. As cognitive impair-
ment becomes more severe, research has shown that protngtiognes more verbally
directive (more commands and fewer questions), and theam imcrease in visual
and even physical prompting (e.g. hand-over-hand type ptiog) [44]. However,
even people with relatively severe dementia can benefit freral prompting [2, 42].
When a task is unfamiliar then physical modelling can be foglpvhile a familiar
task that requires visual attention may benefit most frorbalggrompting [35]. As an
example, a navigation task was set for people with severeimetbrain injury [45].
Audio direction without a map proved more effective than ofsan aerial view map, a
point-of-view map, and textual instructions.

The QrRESsapproach in this paper for designing prompting dialoguesoisde-
pendent upon any particular prompting principles. It canided to implement a wide
range of prompting strategies as indicated by the context.

1.3.2. Prompting Systems

Assistive technology for cognition, in particular prommgj is not a new concept.
There have been numerous research studies into this subjgtseveral prompting
systems already exist. [9] provides a review of memory aidads for older users.

Schedulers are designed to remind someone with cognitipainment of tasks
to be performed (e.g. attend an appointment or take medigatiExamples include
NeuroPage [63], MemoJog [23] and MEMEX [40]. These devitlesvausers to define
schedules for tasks such as preparing for a visit from theaghist or cooking a meal.
Text prompts are then sent to the individual via a PDA (Pab@igital Assistant)
or mobile phone when a task is due. These devices have beem shdancrease the
ability of the individual to achieve target behaviours. lugh the devices are useful
for reminding an individual to perform a task, they do notypde step-by-step support
in how to perform the task.

Sequencing systems can be used to provide step-by-steprs@mga guidance to
carry out daily tasks. People with a cognitive impairment fiad it difficult to plan



and sequence the key actions in an activity of daily livingg&ncing devices aim to
assist the individual’'s memory by placing task steps in gr@priate order. In effect
they prompt the individual through the steps required. Cribeearliest solutions was
PeAT (Planning and Execution Assistant and Trainer [27]). Thi/les the user with
daily plans by making use of artificial intelligence. Thetsys cues the user when to
start or stop a task, monitors and records task performéasea mechanism to adapt
to schedule changes, and has task scripts to guide the usagkhsome activities of
daily living. More recently, researchers have begun waglon micro-prompting (or
sequencing) systems that guide users step-by-step themngd activity [19, 34, 36].

Essential Steps [10] is a software package that uses oarscoes and a computer
generated voice to guide the individual through varioukgasMAPS [10] and the
commercial Pocket Coach [19] allow use of a desktop compateneate mainly visual
prompts. These are then stored on a PDA that prompts thehuseigh the activities.
The user can respond to prompts by pressing buttons on the RIE#ough these
devices do show an improvement in target behaviour, theyiredhe individual to
first learn the system before they can use it. Furthermoeejrtlividual often has
to interact with a complex and unfamiliar interface. It ha&sb argued that assistive
technology devices can increase cognitive burden, nocee(28].

The extent to which assistive technology can aid people egtinitive impairment
depends very much on how willing the individual is to use tlegide. This in turn
depends on how useful the individual or the carer finds thécdewow easy it is to
use, and whether or not the device supports a sense of peidentity [32]. To be
useful to both individuals and their carers, assistive tetdgy must be autonomous,
non-invasive, and not require explicit feedback such asgimg buttons.

CoAcH (Cognitive Orthosis for assisting Activities in the Homel[Bwas devel-
oped in response to this need. The aim was to create a degiceshs minimal hard-
ware and does not require any input from the user. The syssems artificial intelli-
gence to independently guide the user through the acti¥iaod washing using audio
and video prompts. GACH was evaluated by six older people with moderate to severe
dementia. The results showed that 11% more hand washing ste completed in-
dependently, and that there were 60% fewer carer interatidlthough the results
showed promise, it was concluded that the number of paatitgin the study was not
large enough to draw any significant conclusions regardidgspread applicability.

A common factor in all these approaches is a heavy relianceisural cues for
prompting. This requires users to divert their attentiorayfrom the task they are
performing to look at prompts or cues on a visual display. al te difficult if the
individual has to constantly look at a screen for promptsmthey are not free to do so,
e.g. while cleaning the house or dressing. Recent reseascbdmcluded that prompts
should be more in line with how a carer might prompt an indrakli.e. verbally and
not visually [36]. The verbal support that a carer providesan individual with a
cognitive impairment is familiar and natural. Therefore approach mimicking this
support should require almost no familiarisationoACTH initially provides an audio
prompt (similar to a carer) and then an audio-visual promgbawever there is no
way for users to interact with the system, e.g. they canrtit@ie whether they have
completed a task successfully or not.



1.3.3. The GIDE Approach

GUIDE (General User Interface for Disorders of Execution [35,)36]a system
that has been developed to provide natural, speech-bastahge and to allow user
feedback. It aims to mimic the scaffolding provided by car&uIDE helps an individ-
ual through tasks using only verbal prompts and verbal faeklfrom the individual.
The system issues audio prompts and obtains spoken resptmsesimulating natural
dialogue. This type of interaction is familiar to the indluial, so very limited learning
is needed. There are no visual cues or prompts to draw this as@ntion away from
the task at hand. GDE also uses speech recognition to gain verbal feedback from
the individual. This is in line with previous research [32hieh suggested that useful
assistive technology should not require manual feedback.

GUIDE is based on the idea that caregivers are expert ‘assistarasdnition’ [35].
This idea comes from developmental psychology, where aerégerbal scaffold-
ing of a task is conceptualised as directly augmenting thwcets cognitive function.
GUIDE prompting dialogues are based on a close analysis of thalgmmpts that
caregivers provide when observed in real-world contexts.

Automating prompting dialogues has both limitations anddfiégs. The obvious
limitation is that the system can provide only verbal prosnie system cannot model
or demonstrate an activity. This means that users shoulthlee@perform the given
task with only verbal prompting. Adding visual cues and dastrations to the system,
as used by GACH, would also be possible. The main benefit of automating ptorgp
dialogues is that it removes the interpersonal dimensiach that users are less likely
to feel dependent on someone else and less likely to expertbe system as nagging.

Following this approach, prompting dialogues are produesél the following
structure. A task is broken down into sub-steps. Each sgjp{s¢gins with an ori-
enting prompt that simply states the sub-goal, aiming ta$abe user’s attention. The
dialogue then proceeds through a series of checks whichosedms questions. Each
question is meant to stimulate a self-regulatory processhblps the user to avoid
common errors. The user can verbally respond to each cheslayipg yes or no.
If the response is yes, the dialogue moves swiftly onto the cleeck or step. If the
response is no, a problem-solving procedure is followed gitestions and prompts.

The use of checks has two benefits. First, it positions the asd¢he expert as
opposed to prompting systems that control the user. Sedoadléarly partitions the
dialogue into the main path and problem-solving ‘side gaththe user encounters no
problems, then the dialogue proceeds swiftly. Howeverdbpgms are encountered,
they are identified and additional prompts are provided.

GUIDE runs on a desktop or laptop computer. Users interact withsgtstem
through either a wireless headset or a wired microphong.afifae wireless headset
can be a compact earpiece (such as used with mobile phorte#)unot be intrusive
for the user; alternatively, a full operator's headset camised. These have the advan-
tage of picking up minimal ambient noise, but they have todyg kharged and the user
must remember to wear them. A wired microphone array givistsound quality and
requires no setup, but also picks up ambient noise. The ctanpeceives speech in-
put, processes it using Automatic Speech Recognition, aeslitito trigger appropriate
prompts. The coordinating software and dialogues areewritt Pure Data, a program-



ming environment for audio and media processing [69]. The tesults are obtained
when using an array microphone, audio filters that removemonan sounds, and a
reduced vocabulary. It is then possible to achieve 99% m&tog accuracy in a nat-
ural context (one person in a room performing the task). Avimis limitation is that

the system is not suited to noisy environments or where pielfieople are speaking.

In one study, G@IDE was used to support eight amputees with cognitive impair-
ment when putting on a prosthetic limb. The study found thate were significant
reductions in both the number of safety-critical errors gr@lnumber of steps forgot-
ten or missed [36]. Another study involving one participaith cognitive impairment
showed that the individual adapted to the use ofif& in the first session. This is
in line with the claim that GIDE can be used with minimal learning, unlike some of
the other devices discussed earlier. Further studiesvimghdults without cognitive
impairment exhibited fewer mistakes and hesitations uGaE compared to written
instructions, and that more positive comments were madetaboliDE [35].

The protocols (i.e. dialogues) developed during reseancBWDE try to emulate
the verbal scaffolding support provided by carers. Theodiaés have been thoroughly
researched and evolved, based on consultations with oteophtherapists, expert
carers, physiotherapists and observations of users parfgrooth assisted and unas-
sisted tasks. The findings suggest that voice-mediatesti@ssiechnology for cogni-
tion can materially assist individuals and their carergtalmore independent lives.

The current @IDE system does not have an easily used design tool for creating
well-structured prompting dialogues. All speech outpupiis-recorded rather than
using TTS (Text To Speech). Because the protocols areedilar individual patients
and modified over time, the prompts are often recorded inrsivenvironments and
can thus sound non-uniform. Moreover, there is a tendendpfonsistencies to arise
within the protocols; these can become very complex andcditfto debug. Since
there is no textual representation of the verbal aspectsatdglies, it is essentially
impossible to perform any analysis on the prompts beingidesk QuIDE also has
no way of verifying dialogue completeness, correctnesscamgistency. As a result,
users may have problems with hastily constructed protowadtls the dialogue entering
an infinite loop or coming to an unexpected end.

In this paper, a new approach to dialogue design builds osttkagths of @ESs
(Communication Representation Employing Systematic @pation, Section 2). The
work has shown how Resscan be used to design dialogues in a usable (graphical)
manner, how it can automatically check dialogue integaity] how it can automatically
create dialogue implementations.

1.3.4. The brosFormal Method

Formal methods are mathematically-based techniques éwige description and
analysis of systems. A specification is an abstract and leiggl-description, whereas
an implementation is a concrete and executable descripliosoftware engineering,
validation checks that a system meets its requirementingdbe right thing’), while
verification checks that the system is being built propedgifig the thing right’) [3].
However in formal methods (and this paper), the use of trersestis different: valida-
tion means mathematically-based testing, while verificatheans mathematical proof
that a system satisfies certain properties.



LoTtos (Language Of Temporal Ordering Specification [24]) is arméionally
standardised language for formal specification and rigpamalysis. Although con-
ceived for use with communications system®)Tos has been used in many other
areas. As examples from the medical fieldyTlos has been used for modelling and
testing radiotherapy accelerators [51], and for modeléind analysing clinical guid-
ance trees [53]. ©TOSis classed as an algebraic specification language: abdatact
types are specified by equations defining their operatiams$ b&haviour is specified
by interacting processes whose behaviour follows algebués. Unlike a number of
formalisms, loTosfully supports the integrated specification of data and biela

LoToswas chosen to model prompting dialogues for several reagerilexibility
and expressibility, the prior work on translating intenegtvoice services into T0S,
and the good support for analytic techniques and tools. Aenvdew of LOTOS is
given in [4], while online tutorials can be found atwvw.inrialpes.fr/vasy/pub/cadp
and atwww.cs.stir.ac.uk/well

LoLA (LoTos Laboratory [37]) is the tool that was used to validate pramgpt
dialogues. loLA has commands to generate the state space of a specificatizn, s
ject to constraints such as limiting the exploration deptic@mbining the behaviour
with a test process. CADP (Construction and Analysis ofribisted Processesmw.
inrialpes.fr/vasy/cadpis the toolset that was used to verify prompting dialogufs.
ficient verification with CADP normally requires key data égto be coded by hand
[18]. CADP also does not handle parameterised (‘formapgtyin LoTOS. However,
the new work in this paper automates the entire procedurafalysis.

The authors are unaware of any work by others to mathemigtioaldel and anal-
yse dialogues. There is, however, a standard approach ltmgd&development us-
ing ‘Wizard of Oz’ experiments [25]. The idea is that the deper pretends to be
the dialogue system while test users interact with it. Thiguires the developer to
follow a dialogue script, though VoiceXML has been used ttomate this process
(http://david.portabella.me/ dialogyieThe procedure is useful for developing the de-
sign of a dialogue. However, it does not prove (in any matheaissense) that a dia-
logue is free from undesirable errors such as dead-endsydugtive loops, or failures
to terminate as expected. It also does not prove that a dialeghibits desirable prop-
erties such as always booking an available flight or transigmoney between bank
accounts. This paper focuses on these kinds of issues imdeieg the correctness
and consistency of dialogues.

1.3.5. The VoiceXML Scripting Language

VoiceXML [61] is a widely used scripting language for IVR {émactive Voice
Response). Although mainly used in automated telephontgsgs VoiceXML also
lends itself to prompting dialogues. VoiceXML treats a dgle like filling in a form
whose items are entered by responding to speech promptause&ice XML aims
to be speaker-independent, the possible responses dig tighstrained by a grammar
such as Boolean (yes/no responses). Once a form item hasbegreted, the next
item is requested.

Each form item is associated with a variable that contai@sitier’'s response. There
is also a prompt count that records how often a prompt hasissead. The reaction
to an invalid response, say, can be made to depend on the pcoont (e.g. to give



up after a certain number of attempts). Besides forms anusit¥oiceXML supports
sub-dialogues (like subroutines), loops, branches, asten with web applications
and databases, and JavaScript.

VoiceXML is described in [43], while online tutorials can fmund atwww.vxml.
org. There are several commercial implementations of VoiceX8dich as Nuance
Café (vww.nuance.cojrand Voxeo Prophecyiww.voxeo.coin

1.4. Overview of The Article

Section 2 discusses how dialogues in general, and promghtshagues in particu-
lar, can be created withr’Ess The sample dialogues used in this paper are introduced.
Section 3 explains how dialogue designs are analysed thrautpmatic formal spec-
ification, validation and verification. Although formaligan is an optional step, it is
important in establishing confidence in the dialogue desigction 4 deals with the
practical implementation and deployment of dialogues gisinvoiceXML platform.
Section 5 evaluates the approach from the perspectivesalafglie design and dia-
logue use, and also notes current limitations. Section Gsanises the overall results
and gives pointers to future work.

2. Modelling Dialogues with GRESS

This section gives an overview of theREssmethodology for (voice) service de-
sign. Examples are given of dialogues that were developeipport people with
cognitive impairment in completing daily tasks.

2.1. (RessMethodology

CreEss(Communication Representation Employing Systematic @pation) is a
graphical notation for describing the flows in services, @hoéology for service de-
velopment, and a comprehensive toolseivjv.cs.stir.ac.uk/~kjt/research/cress.html
Currently GResshandles services in seven different domains, and suppmttsgener-
ation for five different languages. The foundational workdid] introduced a notation
for telephony features. This was subsequently considemddpted and extended to
describe Internet telephony services [48], IVR serviceéq,[#web services [50], grid
services [57], device services [54] — and now promptingodjaks. The service devel-
opment methodology has recently been rounded out with digtpebfor convenient
formal verification and implementation evaluation. Refatio previous publications
on CRESS this paper covers the complete methodology with a new egjidn to
prompting dialogues.

Dialogues are described manually using thReSs graphical notation. Several
graphical editors can be used, but the preferred on@is€(CREsSHome-Grown In-
teractive Visual Editorywww.cs.stir.ac.uk/~Kkjt/ software/ graph/chive.Qtniiagrams
can be automatically translated into formal (i.e. mathéraly precise) specifications.
The core @REssnotation is independent of the application domain and taaye
guages. In this paper, formal analysis of prompting diaésgis achieved through
automatic translation to thedrosformal specification language.

10
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Figure 1: ®RessMethodology for Dialogue Design

The QRessmethodology is shown graphically in Figure 1. Later sedidlus-
trate the methodology for creating dialogues to supporpfeewith cognitive impair-
ment. The dialogue designer begins by creating a graphigiaiglie description using
CHIVE. CRressoffers a thorough approach to checking dialogues — paatityufor
when they are large or complex. It is therefore recommenaddidst analyse the dia-
logue using a variety of formal checks: validation and vesifion.

Formal validation of dialogue specifications is convenamd quick. It copes with
large (even infinite) state spaces. As a form of testingdeéibn is necessarily in-
complete. However, it complements what is possible througgliication. The loTos
specifications generated byrEsscan be used immediately for formal validation.

Test scenarios are created manually using thesWARD language (Multiple-Use
Scenario Test and Refusal Descriptiamyw.cs.stir.ac.uk/~kjt/ research/ mustard.html
MUSTARD is a high-level language for expressing tests indepengehthe applica-
tion domain and the target language [52]. In this paperodiat tests are automatically
translated into bTosand formally validated. Validation results are presentedus-
TARD terms so that the user does not need to be familiar with thenlyidg formalism
or tools.

Formal verification is more challenging, but allows generaberties of a dialogue
to be checked — not just particular scenarios as with vatidaProperties that a speci-
fication should respect are defined manually using: (CREssLanguage-Oriented
Verification Environmentwww.cs.stir.ac.uk/~kjt/research/clove.htmICLOVE sup-
ports the high-level description of desirable properttest ta system should exhibit
[58]. CLovE is independent of the application domain and the targetiagg. Certain
properties are automatically checked byd¥e, e.g. freedom from deadlock (where
progress halts), freedom from livelock (unproductive intg loops), and guaranteed
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termination (successful completion). Verification resalte presented inl©VE terms
so that the user does not need to be familiar with the undeygrmalism or tools.

In this paper, dialogue properties are automatically teded intou-calculus [6]
and model checked (a general technique that shows a sp#aificaspects certain
properties [31]).u-calculus is a logic that allows behavioural propertiesealbfined.
CLoVE makes use of techniques such as on-the-fly verification (géng states as
required) and compositional verification (piece-by-pjecelowever, state space ex-
plosion often limits what is practical (a problem that is coon to all state-based
verification techniques).

The result of validation and verification is a dialogue digg@n in which the de-
veloper can have a high degree of confidence. The final stagtasnatic generation
and deployment of operational code. For prompting dialsgthgs involves creating
VoiceXML. If the developer is confident in the design of a dilie, it is possible to
omit formal validation and verification. The dialogue caeritbe immediately trans-
lated into VoiceXML and deployed for use. However there camtore confidence in
the dialogue design if it has been formally analysed befameh

2.2. (ResNotation

A CRressdiagram is a directed graph that shows the flow of actions iialague;
examples appear later in Figures 2 and 3Re€sdialogues deliberately follow the
principles of VoiceXML. The subset of RESS activities appearing in this paper is
explained in Table 1. For dialogues in generateSssupports a much richer range of
constructs than is described here. For example, dialogaredeal with a wide variety
of user responses, event guards, dialogue-defined eventstatle levels, configurable
reprompting, and flexible data handling [49].

For people with cognitive impairment, it would be very unidaisle to have com-
plex prompts and options. As argued in Section 1.3.1, a @idéfig approach with
simple requests and answers is much more appropriate. Asily, lERESSdialogues
for people with cognitive impairment make very restrictesg of dialogue constructs.

In a CREssdiagram, numbered nodes (ellipses) define actions thategehinfor-
mation with the user or are internal to the dialogue. Alorealcs that define dialogue
flow, expression guards (e.g. yes, no) or event guards (@kppNt, NoMatch) deter-
mine whether a path is followed. Although not used in thisggap GRESSrule box
(a rounded rectangle) defines things like variables, maandsuse of subsidiary dia-
grams. Multi-page diagrams can be created, using conrsggtiain text labels) to link
different parts of a diagrams.

2.3. Dialogues for People with Cognitive Impairment

Four sample dialogues were studied for the work in this pafpeese dialogues
support users who also have some form of cognitive impaitm8mce many target
users will be older people, comorbidity is likely (e.g. diéds coupled with dementia).

Glucose: This guides someone with diabetes through the process okirtieblood
sugar level. The €essdialogue was closely modelled after the one developed
for the GUIDE prompting system [36].
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| Construct | Meaning |
Audio "messagé This outputs a speech message to the user.
Catch”event..” This defines how to handle the specified events.

Standard events include Cancel (user-requested

cancellation), Exit (user-requested termination), Helg
(user-requested help), Nolnput (no user response) and
NoMatch (invalid user response).

Clear "variable...” This clears the specified variables, allowing the
corresponding requests to be issued again. Query
variables are simply identified by their node numbers.

Exit This terminates the dialogue normally.

Query "prompt’ This prompts the user to respond with yes or no. Itis|a
shorthand for a request with a Boolean result, followed
by a check for a yes/no response.

Reprompt This causes the most recent prompt to be repeated.

Start Used to indicate the start of a diagram if this would
otherwise be ambiguous.

Table 1: Subset of REssDialogue Constructs

Handwash: This helps a person through the process of hand washing. REs<
dialogue was adapted from the one developed forCH [34].

Limb: This guides an amputee through the process of donning ahgtastimb.
Again, this is a @IDE example adapted forkESS

Smoothie: This guides a person through the process of making a strayvraoothie.
Again, this is a @IDE example adapted forRESS

The dialogues were chosen as illustrative of the kinds d&tésat people with cog-
nitive impairment may need help with: medical procedurdsi¢@se, Limb), bathing
(Handwash) and food preparation (Smoothie). The appraaelsd appropriate for
other daily activities such as dressing, housework, ma&pmpintments, using domes-
tic appliances, and route planning. In all four cases, tluecgomaterial in textual form
was converted into Ressdialogue diagrams. These were then formally validated
(section 3.2), formally verified (section 3.3) and evaldatéth end users (section 5.2).

Table 2 presents various statistics about the sample diatoig order to give some
idea of their scale. The table gives the number of nodesations) in each €ess
dialogue diagram, and the number of lines of code in tbheds specification and the
VoiceXML implementation. In terms of size, these are nawidt dialogues. From
a LoTos point of view, the specifications are fairly large. For comgan, LOTOS
specifications have been written and analysed of a file sy§td®0 lines [39]), an
invoicing system (180 lines [56]), the design of a CPU (14664 [55]), and a digital
phone network (1760 lines [14]).
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Dialogue | Diagram | Lotos | VoiceXML
(nodes)| (lines) (lines)
Glucose 98 | 12,417 918
Handwash 32| 1,421 347
Limb 112 | 5,528 1,385
Smoothie 196 | 39,066 2,170

Table 2: Sample Dialogues for People with Cognitive Impainin

The diagrams, specifications and implementations arealbtge to presentin this
paper; only selected extracts are therefore given. Howthecomplete set of files has
been made available for download (see section 3.1). To ga@narete idea of what
the dialogues look like, extracts from the Limb example avergin Figures 2 and 3.

Figure 2 shows the first step of the limb-donning dialogueob@l event handlers
are defined at the top level for situations such as the uséargagthing or exiting the
dialogue. The Help connector (different from the Help eyénreached from other
parts of the diagram. Suppose the user answers no to the gueode 103, no in
node 104, yes in node 105, and no in node 108. After node 1&@i#flogue repeats
so that the user has the opportunity to go through the quesstigain. The default
dialogue rules mean that the user would not be repromptetthése queries because
they have already been answered. The Clear in node 110dhereinoves previous
responses so the user can answer the queries again. Irhfaalléws subtle control
over how a dialogue behaves where there are loops.

Figure 3 shows a later stage of the dialogue where the usskétldo remove the
footplates from the special chair they are sitting in. Thigetthere are two loops back
to earlier questions, so two Clear actions are requiredgs@26 and 228).

3. Analysing Dialogues with (RESS

This section explains the automatic formal specificatiomnfal validation and for-
mal verification of dialogues. The results of formal anadyasie discussed.

3.1. Automatic Specification

The Check menu option in theHIVE diagram editor ensures correct dialogue syn-
tax. The Validate and Verify menu options are used to chealgrdim semantics via
automatic translation into adrosspecification.

Since LOTOS is a specialised language, sample code is not given herenyin a
case, the point of Ressis that the dialogue designer never needs to see the underly-
ing specification. The interested reader can, however, fiadltalogue specifications
in www.cs.stir.ac.uk/~kjt/ software/ download/ ivr-exaesptip The specifications do
not, of course, use actual speech — only the textual equivefethis. Each dialogue
query corresponds to adTosprocess (somewhat like a subroutine). Process parame-
tersinclude the current dialogue prompt count and a higtbpyevious query answers.
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Step A - geteverything needed

Start
|
Catch Catch
"Help Nolnput NoMatch" "Cancel Exit"

,/\1%
/7 101 Audio "Welcome. lam

going to try and help you puton

your artificial leg. The first step is to

) getall the bits you need"

102 Query “
"Have you gotyour leg?./

Help

1 Audio "Please
say yes orno"

2 Reprompt

3 Audio "The
programhas stopped"

4 Audio "Ask a person
if you need some help"

104 Query
"Isitby the parallel bars?

105 Query
"Can you think of anywhere
else itmightbe?"

108 Query
"So have you now got
your leg?"

110 Clear "103 104 105 108"

Figure 2: Limb Donning Dialogue Step A
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221 Query "Have y
removed the footplates that
might be in the way'

—_—

2 Query "Wold
you ike some help"

¥

223 Audio "Slide your hand
( down the side of the chair until
\\__ You find a raised clip"

224 Query "Have you
found a raised clip?" /

-~ 22020200~

/\—1
~ 225 Audio "Put your

thumb inside the clip
__andpullitout’ _

227 Query "If you have two
footplates remember to remove both. So have you
now taken both footplates out of the way?"

Figure 3: Limb Donning Dialogue Step B, Part ¢
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| Construct Meaning |

agredpromp) This expects the dialogue to speak the given promptand
then to hear the user reply yes.

deny(promp) This expects the dialogue to speak the given promptand
then to hear the user reply no.

hear(message This expects to hear the given message from the
dialogue.

¢

succeeg@behaviour...) | This requires the sequence of behaviours to complet]
successfully.

test(name behaviouj | This defines the name and behaviour for a test.

Table 3: Subset of MSTARD Test Constructs

Besides processes, thetostranslation includes dialogue-specific data types and
event dispatching code (automatically created accordinbe diagram content). The
specification is supplemented by a substantial (but shaed)type library for RESS

3.2. Automatic Validation

Formal validation is performed on the automatically geteztapecification. Test
scenarios are written using theUdTARD language (Multiple-Use Scenario Test and
Refusal Descriptiomyww.cs.stir.ac.uk/~kjt/research/ mustard.Qtwhich was intro-
duced in Section 2.1. The subset oUBITARD constructs used in this paper is sum-
marised in Table 3.

MUSTARD supports a very much richer range of test constructs thash e for
dialogues [52]. For example, M5TARD also supports test fixtures (predefined parts
of tests), acceptance and refusal tests (what must and mulsappen), deterministic
and non-deterministic tests (decisions made by the te$teosystem), sequential and
concurrent tests (linear or parallel), tests that depenthempresence of features, and
tests that manipulate variables. However, the nature ahptimg dialogues for people
with cognitive impairment means these more sophisticaedlilities are not required.

MUSTARD also supports domain-specific test definitions such as &dogliies. In
fact, theagree deny andhear actions are defined simply using more basic primitives.
This flexibility makes MUSTARD easy to tailor for new applications.

Formal validation of the Limb dialogue is used as an examie. designer selects
Validate to see the results in Figure 4. Each test stateddlagde name, the test name,
and whether it passes validation. The CPU time to perforrh &zt is also shown (for
a 2.67 GHz processor).

It is well known from software testing that programmers ddawt be asked to
test their own code. This is partly because human naturel@mdourage the tester to
confirm that the code is correct, not to find errors. More ingutty, tests written by
the programmer could well repeat the same misconceptiasittve been coded into
the program. A similar practice was adopted when validatiegdialogues described
in this paper. Because the authors are in transition fromb& to CRESS it was
necessary to start with @DE dialogues that had been developed manually. Future
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Generating tests ...
Generating tests for Limb
Running tests ...

Test Limb No Problems ... Pass 4.8 secs
Test Limb Help Needed ... Pass 1.8 secs
Test Limb Find Limb ... Pass 1.8 secs
Test Limb Apply Brakes ... Pass 2.0 secs
Test Limb Remove Boards ... Pass 2.0 secs
Test Limb Remove Footplates ... Pass 2.4 secs

Figure 4: Extract from Formal Validation of Limb-Donning &bgue

dialogues will be developed directly fromrREss thus eliminating one step in what
was done for this paper.

To determine the suitability of the®Essapproach, one author (McMichael) turned
the GUIDE textual dialogues into Ressform. Independently, a second author (Turner)
wrote test scenarios based on an understanding of whatdlegdes were meant to
do. These test scenarios were then applied to the dialogu#isptions. The kinds of
issues found are discussed in Section 3.4.

Most test scenarios have a similar structure that exerciséisal paths through a
dialogue to make sure it behaves as expected. As a concratgpéxof what a test
looks like, consider part of the Limb dialogue in Figure 3.isTdeals with removing
chair footplates prior to putting on the artificial limb. Ttest in Figure 5 exercises this
part of the dialogue. Initially, the queries are answeresitpely. The user then says
that the footplates have not been removed (node 221) andsatrat help is needed
(node 222). When the raised clip is not found (node 226), fez is asked again find
this (nodes 223 and 224). Once the clip has been found, thrdsuasked to pull it
out (node 225). If the user has still not removed the fooggathe relevant part of the
dialogue is repeated (from node 222). After this, the useficos footplate removal.

A total of 62 test scenarios (27 for Limb) were written for fbar dialogues intro-
duced in Section 2.3. The number of exchanges with the ussadh test varied from
12 to 202. In fact, only a small number of tests were writtethefSmoothie dialogue.
This was partly because it is not safety-critical. More iegtingly, a different test
strategy was adopted for this dialogue: all ‘side pathslidgavith problem solving
were exercised in a single, very lengthy test. For the ottaogues, smaller and more
modular tests were created.

As an alternative, it would have been possible to check thledues by translating
them to VoiceXML and then trying to exercise all importantia However, this is a
very tedious and error-prone approach that is hard to repkably. (Notwithstanding
this, it is how IVR dialogues are usually tested.) This smgtalso does not provide
concrete evidence that a dialogue has been adequately.teste

In contrast, formal validation provides a repeatable washaftking a dialogue, and
also serves as evidence of exactly what has been testedt fAgrarinitial validation,
the test scenarios have a useful other purpose. Most diesogill go through various
stages of evolution as they are tried with users. If the diadoevolves, a conventional
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test{Remove_ Footplates,
succeed
hear(Welcome. | am going to try and help you put on your artifice.|
The first step is to get all the bits you need),
agregHave you got your leg?),
agregHave you got your liner?),
agregHave you got your socks?),
hear(In this step you will be securing your chair),
agregHave you got both brakes on?),
agregHave you removed any stump boards that might be in the way?),
deny(Have you removed the footplates that might be in the way?),
agregWould you like some help?),
hear(Slide your hand down the side of the chair until you find aedislip),
deny(Have you found a raised clip?),
hear(Slide your hand down the side of the chair until you find aedislip),
agregHave you found a raised clip?),
hear(Put your thumb inside the clip and pull it out),
deny(If you have two footplates, remember to remove both.
So, have you now taken both footplates out of the way?),
agregWould you like some help?),

agreg(If you have two footplates, remember to remove both.
So, have you now taken both footplates out of the way?),

Figure 5: Test Scenario for Footplate Removal

(Wizard of Oz) check would be time-consuming to repeat (aighirbe difficult to
repeat exactly). In contrast, formal validation acts asidsali regression test. Only the
parts of a dialogue that have changed need to be modified itesthacenarios. In a
rehabilitation context, full manual testing of dialoguesuld be unlikely to be feasible
for therapists. However automated testing (formal vaiagtwould be practicable for,
say, a therapist adjusting a dialogue in someone’s home.

3.3. Automatic Verification

Even though the validation just discussed is formally bagdhs two advantages.
Firstly, it is practical even if the specification has an iitérstate space because a test
limits behaviour to a concrete scenario. Secondly, it feidhe kinds of principles
used in software testing and so is familiar. However, vdidteis only for specific test
cases and does not prove things in general about a speoificktr this reason, formal
verification is a useful complement to validation as it aimptove generic properties.
The snag is that state-based verification requires a finite gaacticably small) state
space. Given this, model checking (i.e. proving properiies: viable ‘push button’
form of verification.

In all state-based verification, it is common to find thatniesons on the spec-
ification are necessary. As a typical example, [56] dessribe verification of an
invoicing system that uses reference numbers, productcaae order quantities (all
non-negative integers). Model checking is viable only iégé three kinds of hum-
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bers are limited to the values 0 and 1 — a tiny range. Even &w&l2 gives rise to
excessively large state spaces.

The four dialogues treated in this paper were verified ortgraheir specifications
had been restricted. Interestingly (and unusually forfigation), these restrictions
leave the specification behavioumaltered The same restrictions can also be applied
to any dialogues of this nature, so the approach is genexpfilicable.

The first restriction limits user responses to yes and naos iBrilone by restricting
the range of messages (text) considered — a part of tley € definitions for verifica-
tion. At first it would appear that this would not check errandling, e.g. for absent or
invalid responses. However, dialogue specificationsdamas allow user events such
as NoMatch and Nolnput that are exercised during verifioatitven with this restric-
tion, the smallest dialogue considered here (Handwasleeglscthe CADP verification
tool limit: 232 (4.3 billion) states or transitions on a 32-bit processor.

The second restriction takes into account thae€sdialogues support something
that is not used in dialogues for people with cognitive impeint. Every form item
has an associated variable; these are implicit for Quergsdout part of the specifi-
cation. This allows the later part of a dialogue to make ush®finswer to an earlier
(query) field. As someone with cognitive impairment may vietve limited short-term
memory, the dialogues do not use this feature.

The consequence is that the history of responses is not atiggrauseful for these
dialogues (though it can be used in more general dialogliégye is only the require-
ment to store a response temporarily so that it can be chexgjadst yes or no. Itis
therefore sufficient to hold a single query response. Thew& tool has an option for
restricting the size of data structures such as the quetyriiso this is easily set to
1. This has a dramatic effect on the size of the state spacedv#esh, for example,
changes from being practically unverifiable to having 93,6tates and 56,5210 transi-
tions. However, even this restriction is not sufficient. Téstricted Limb dialogue still
has 561,770 states and 3,252,002 transitions — just atntliteoli being verifiable with
CADP. The most complex dialogue (Smoothie) still breakssthaée space limitations.

The third restriction relates to the prompt count that everyn field has. In di-
alogues with loops (like Limb and others), this prompt coignhcremented without
bound if prompts are repeatedly re-issued. The result ishlesstate space is infinite.
CRress(and VoiceXML dialogues in general) often make use of thergrbcount. For
example, a more detailed prompt may be given after a couglevalid responses, or
the dialogue may terminate if there are too many incorreswans. This capability
would be useful in dialogues for people with cognitive impznt, though the dia-
logues studied so far do not do this. Instead the dialoguesadvantage of the fact
that a person will give up after being asked the same questweral times. All the
dialogues considered here have an ‘escape route’ thatsatlmsvuser to stop and ask
for someone’s help.

The consequence is that the prompt count is not needed by th&sgues. For-
tunately, the loToStranslator has an option to suppress use of a prompt coutg. Th
dramatically reduces the size of the state space againxaorme, the Limb dialogue
then has only 753 states and 4,210 transitions. Even the tBieatialogue reduces
to 6,853 states and 39,066 transitions. These are complataiageable and allow
verification to take place.
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| Construct | Meaning |

inevitable(signal ...) The given pattern of signals must occur alatig
paths in the dialogue.

initials (signal ...) This defines the initial signals that a specification
should accept.

literals(strings, text, ...) This lists the text values that should be considered
during verification.

or(signal ...) This defines alternative patterns of signals.

possiblgsignal ...) The given pattern of signals must occur al@ugne

path in the dialogue.

property (hamedefinition) | This defines the name and property that the
specification must respect. Spellébperty, this
construct defines a property that masthold.

sequencésignal ...) This defines a sequence of signals in a dialogue.
SpelledSequencethis construct allows internal
specification actions between observable signalg.

Table 4: Subset of @VE Property Constructs

Formal verification is performed on the automatically geted specification. Di-
alogue properties are written using thedve language (BessLanguage-Oriented
Verification Environmentwww.cs.stir.ac.uk/~kjt/research/clove.hfmhich was in-
troduced in Section 2.1. The subset afdVE constructs used in this paper is sum-
marised in Table 4. In this context, a signal is an utterarydhé user or the dialogue.

CLOVE supports a richer range of property definitions than is meglfor verify-
ing the dialogues in this paper. For example, it also sugpamumeration of various
kinds of data types and structures, patterns of behavindteeir logical combinations
[58]. CLOVE, like MUSTARD, supports domain-specific definitionsgreg deny and
hear have not been repeated here from Table 3. As for validatierifieation prop-
erties were defined by one author (Turner) independentlgefitalogue descriptions
(McMichael). The kinds of issues found are discussed iniGe&t4.

Formal verification of the Limb dialogue is used as an examglae designer
selects Verify to see the results in Figure 6. Each checkstae dialogue name, the
property name, and whether it passes verification. The CR¥ #ind elapsed time
to check each property are also shown (for a 2.67 GHz progesBle elapsed time
is noticeably longer for generating the specification stpi@ce. This is because the
procedure is input-output limited rather than processoitéd.

Specifications are often verified to be free from deadlocksefe progress halts)
and livelocks (unproductive internal loops). It is alsofus¢o check that a specifi-
cation starts out as expected by handling the utterancesel byinitials. In fact
the dialogues in this paper are designed to terminate, seckdbr deadlock freedom
is pointless as the dialogue will definitely stop. Insteagduhbtler check is required:
that a dialogue exits normally. This verifies that a dialogloes not reach a dead
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Generating properties for Limb ... CPU Time Real Time

Generating state space for Limb ... Success 24.5 secs 100 mi
Verifying Limb Always Exit ... Success 6.4 secs 7.0 secs
Verifying Limb Initials Safety ... Success 6.6 secs 7.0 secs
Verifying Limb Livelock Freedom ... Success 6.4 secs 10d3se

Verifying Limb Can Finish ... Success 6.5 secs 7.0 secs
Verifying Limb May Not Finish ... Success 6.6 secs 7.0 secs
Verifying Limb Finish Or Help ... Success 6.4 secs 7.0 secs
Verifying Limb Remove Footplates ... Success 6.3 secs ®es

Figure 6: Extract from Formal Verification of Limb-Donningdlogue

end, and also that it does not become stuck in a loop. The Ydviit’, ‘Livelock
Freedom’ and ‘Initials Safety’ properties are generic anilt into CLove. They are
therefore invoked through a tool option rather than reqgidefinition as properties. In
fact, verifying just these properties may give sufficiemfidence without formulating
more dialogue-specific ones.

Figure 7 gives concrete examples of what verification prisggelook like for limb
donning. The specification must start with the user heahiagitelcome messagiai-
tials). Text values for verification are yes and titefals). TheCan_ Finishproperty
says that it is possible to reach the final congratulatiorsamgs. Thé-inish_ Or_ Help
property says that two outcomes are inevitable: either tfa diongratulation message
is heard, or the user is told to ask a person for further helle Remove_ Footplates
property resembles tHRemove_ Footplatesenario in Figure 5. The key difference is
that the property is checked anywhere in the dialogue, velsettee scenario requires
a particular preamble that leads up to the part of the diaagunterest. As a result,
the property focuses on the important part of the dialoguktherefore does not need
extraneous description.

3.4. Results of Formal Analysis

All the dialogues studied in this paper had already beerotighly checked on the
GuIDE and GACH projects. For example, the limb-donning dialogue from Qe had
already been through 17 stages of refinement and had beermtdthrough clinical
trials. Errors (particularly deadlocks) were frequenthuiid during the original dia-
logue development; some of these emerged only during.trédsa result, the GIDE
developers recognised the need for more automated checkingew of the exten-
sive prior work on dialogue design, it was not expected thahtl analysis would find
much wrong with the dialogues. The situation will be differén future, however,
when new dialogues are created from scratch. Then the ra@fdarmal validation and
formal verification will be very useful.

While developing the dialogues inRESS the tools discovered syntax errors that
were the result of transcription problems (e.g. unconment&es or queries not fol-
lowed by ‘yes’ and ‘no’). However, more interesting probkmvere found by the
semantic checks:

Dialogue Style Although CREssdoes not yet perform stylistic checks on the dialogue
content, the formal analysis nonetheless found incomsigts. (Stylistic check-
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initials (
hear(Welcome. | am going to try and help you put on your artifices.|
The first step is to get all the bits you need))

literals(strings,
yes,no)

property (Can_ Finish,
possiblg
hear(Well done! You have now put your leg on safely)))

property (Finish_ Or_ Help,
inevitable(
or(
hear(Well done! You have now put your leg on safely),
hear(Ask a person if you need some help))))

property (Remove_ Footplates,
possiblg
Sequencé
deny(Have you removed the footplates that might be in the way?),
agregWould you like some help?),
hear(Slide your hand down the side of the chair until you find agdislip),
agregHave you found a raised clip?),
hear(Put your thumb inside the clip and pull it out),
agregIf you have two footplates, remember to remove both.
So, have you now taken both footplates out of the way?))))

Figure 7: Sample Verification Properties for Limb Donning

ing will be automated in a future version of the approach.p st scenarios
and verification properties reflected what the dialoguegwgpected to say, not
what the GREssdiagrams actually said. As a result, a number of failuresswer
encountered and corrected, arising from small editorizdmsistencies.

As an example, ‘Can you put the liner on?’ vs. ‘Can you put anliher?’ are
equivalent but unnecessary variations in a dialogue thghtdonfuse people
with cognitive impairment. The original dialogues wereoalsund to use pro-
nouns frequently, e.g. ‘Is it too tight?’ rather than ‘Is {iver too tight?’. Since
the dialogues are taken slowly in practice, someone witimitivg impairment
could easily miss the referent. The scenarios and propevtee formulated as
consistent and unambiguous statements of what the disdadherild do. It was
only when these were checked against tire€sdescriptions that differences
were found.

Dialogue Links The dialogues have frequent links to connectors elsewheheir di-
agrams. For the largest dialogue (Smoothie), it was fouatiithsome cases the
CRrEssdiagram branched to the wrong place (reflecting an errorerotiiginal
GuIDE description). Fortunately this dialogue was not a safeiyeal one (and
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had not been previously checked by theiGe developers as thoroughly as the
others). Nonetheless, such errors are easy to make in dafbesign and could
have undesirable consequences.

Clearing Answers Some instances were found of incorrectly using Clear to k@mo
previous answers. The effect was that part of a dialoguedvoat repeat cor-
rectly. Although Clear provides subtle control over repaatiialogues, its use
for this work is actually unnecessary agr€sscould automatically determine
what is being repeated. This will be done in a future versiidth® approach.

Although the errors found were fairly minor, the new methiody has demon-
strated that it can check correctness and consistency wbpsdy well-debugged dia-
logues. There is therefore confidence that it will be usefuhew dialogues.

4. Deploying Dialogues with GRRESS

The final stage of dialogue development (implementatios}raightforward and
automated. Indeed, this allows the developer to put effdd the important area of
dialogue design rather than coding. Once the dialogue ddwg been thoroughly
checked, the Realise menu option in thai@= diagram editor translates a diagram
into VoiceXML and automatically deploys it. Since VoiceXM& a specialised lan-
guage, sample code is not given here. In any case, the poBre$sis that the dia-
logue designer never needs to see the underlying impletmmtahe interested reader
can, however, find the dialogue implementationsvinw.cs.stir.ac.uk/~kjt/ software/
download/ivr-examples.zip

The implementation work in this paper used V-Builder (V{64 engine, Au-
tomatic Speech Recognition) and Vocalizer (Text To Speéam the Nuance Cor-
poration (www.nuance.cojn This allows the user to interact with the dialogues us-
ing a wireless headset and microphone. Future work may ysarate Automatic
Speech Recognition and Text To Speech packages, e.g. theslped by CereProc
(www.cereproc.cojrwith whom the authors have collaborative links.

5. Evaluation

This section gives a preliminary evaluation of the methodwglfrom the perspec-
tives of dialogue design and dialogue use. Limitations efapproach are also noted.

5.1. Evaluating Dialogue Design

The dialogues considered in this paper were based on the af@thers on the
GuUIDE and ACH projects. These dialogues had already been thoroughlyajmead
and had been used in trials with end users. It was therefaresoessary for the authors
to evaluate the efficacy of the dialogue designs. Ratheneheapproach needed to be
evaluated. It is expected that other prompting systems RagketCoach) would also
benefit from the work of this paper.

Designing voice services graphically is a key part of ttre€smethodology. At
this stage in the evolution of the methodology, it was fedtttheople with software de-
sign experience would be a meaningful evaluation group. ¥ethempirical evaluation
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was performed to test the following hypothesis: someonk @iperience of software
development, with 45 minutes of training on the approachthadRESSSsystem, can
define small services, with 80% accuracy, in at most 15 mgpée service.

The authors recruited five software developers who had ndqure experience of
CRESS The participants were given written instructions to fallm their own time,
without training or advice from the authors. A copy of theil€e diagram editor
was provided for local installation, along with a ‘palettd’ typical symbols used in
constructing services. The instructions began with a tpage explanation of the
approach and the i@vE editor, including three diagrams that the participantsewver
asked to study and then to reproduce themselves using theadiseditor. 45 minutes
was suggested as appropriate for this phase, though noitntevas imposed.

The participants spent an average of 34 minutes (range 10)tor6the familiari-
sation phase. This compares favourably with the authogséetation of 45 minutes.
The shortest period (10 minutes) may reflect this partidipgmeference for learning
by doing rather than extended prior study.

In the next part of the instructions, the participants wevem five specific tasks
to perform. Each task required a service diagram to be draaméwhat different
from the examples), based on a natural language descriptiba participants were
asked to record how long tasks took, and to save their diag@mcompletion (or
after 15 minutes if a task was not completed). The partidpaere asked to rate five
statements about the approach on a five-point Likert scdiey Were also given the
opportunity to provide a free-form qualitative evaluatafrthe exercise.

Overall, participants completed tasks in an average of Snltes each, with an
average accuracy of 88% (compared to the hypothesis of 16tesrand 80%). The
participants were asked to rate five statements about thagpon a scale from 1
(strongly disagree) to 5 (strongly agree):

Statement 1: | was able to create the service diagrams without too mudicdify.
average score 3.8 (range 3 to 4).

Statement 2: | found it fairly straightforward to translate the Englishedcriptions
into diagrams average score 3.2 (range 1 to 4).

Statement 3: | found it fairly straightforward to create and edit diagranusing the
diagram editor average score 3.6 (range 3 to 4).

Statement 4: | think the approach would be usable by people with expedericoft-
ware developmentverage score 4.0 (range 3 to 5).

Statement 5: | think that the approach could be useful in practice for diefinser-
vices average score 3.2 (range 2 to 5).

The rating of statement 1 suggests that the approach isaysablgh the diagram
editor would benefit from some technical improvements. Tihars had expected
statement 2 to be least agreed with, since significant mefitat is required to trans-
late a natural language description into any precise reptason. Like statement 1,
the scoring of statement 3 offers encouragement — thougioirements to the diagram
editor are desirable. The evaluation of statement 4 sugdlest software developers
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at least can use the approach effectively. Based on the garonimg free-form com-
ments, the lack of a more positive response to statement &aapo reflect the need
for improvements in the diagram editor rather than doubt twe general approach.
Given the short time that participants spent in familigieaa(average 34 minutes),
their performance impressed the authors. Although thedidnumber of participants
does not allow statistically valid conclusions, the resoltthe preliminary evaluation
are encouraging. After improvements in the usability ofdregram editor, the evalu-
ation will be repeated with the intended designers: caréepsionals (e.g. therapists).

5.2. Evaluating Dialogue Usability

The end results of development (the dialogue implememts}iwere also evaluated
with five non-technical users without cognitive impairnenihe aim was to assess
usability rather than utility of the technology. Users wasked to follow through and
interact with each of the four dialogues in a lab setting.sTWas accompanied by a
mixed empirical evaluation of how well the users understteddialogues and how
comfortable they were with the technology.

As noted in section 3.4, theRESss dialogues were closely based on dialogues
from the QUIDE and GOACH projects that had already been thoroughly checked. The
usability evaluation thus reflected more on the VoiceXMLtfalam than on the design
methodology. Among the qualitative information collegtader opinions included:

e Two users felt that the dialogues were too fast and did notvaénough time
between prompts. Although some control of speech deliveyoissible with
VoiceXML, in fact it lacks sufficient flexibility in this aregd GuIDE handles this
through addition of pauses and control of playback spedue)speech tools are
completely independent ofRESS so alternatives will be considered.

e Two users felt embarrassed about using the prompting syisteab setting
(where others were present). In fact the planned locatiomge is the home,
where this is less likely to be an issue.

o All five users strongly agreed that they understood what thlegues were ask-
ing them to do. They felt that the system was easy and natunade, and re-
quired minimal learning.

Colleagues of the authors have demonstrated that they aemtie formulate test
scenarios and dialogue properties. However, this aspettteofnethodology is suf-
ficiently new and different that it has not yet been evaluatétl care professionals.
This is planned as part of the ongoing work on thelGe project. It is anticipated
that these users will be capable of formulating test scemaasis the ability required
is very similar to that needed to create dialogues in the ffleate. However, it is ac-
knowledged that formulating dialogue properties may beendifficult for this group —
though verification of generic properties (which do not riegidefinition) coupled with
formal validation is likely to be sufficient.

As far as the authors are aware, theESsapproach to rigorous dialogue devel-
opment is unique. Where standard techniques such as ‘WifdDd' exist, these are
complementary to €essand do not emphasise the same design aspects.
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5.3. Limitations of The Approach

Although the authors believe that the approach is genengdgse, it does of course
have limitations:

Nature of Dialogues: The target of the work has been interactive, speech-based di
alogues to support people with cognitive impairments irfqgreting everyday
tasks. The incremental, step-by-step dialogues develspéar could seem te-
dious to an unimpaired user. Complex tasks (e.g. choosingwastment or
planning a holiday) would also be inappropriate for the éagyoup. However,
this is a reflection on the dialogue design principles thaetzeen adopted (sec-
tion 1.3.1). There is nothing in the technical methodologyh® technology
to limit its application. However, it would be fair to say thaew applications
would need to lend themselves to a fairly linear style ofaliale because of its
speech-based nature.

Dialogue Design: The CHIVE editor currently used for designing dialogues is in-
tended for many kinds of services. As aresult, it is not sigffity convenient or
specialised for prompting dialogues.

Linguistic Analysis: Currently, GREssdoes not perform any kind of linguistic anal-
ysis on dialogues. This would be desirable to ensure camsigtand clarity of
the dialogues, as well as conformance to good design ptawxip

Formal Aspects: Formal validation can be carried out on very complex diatogjpec-
ifications. However, this requires the designer to be wjllio formulate test sce-
narios using MUSTARD. With limited training, this is feasible but needs effort.

Formal verification is likely to remain a specialised taskcsi formulating de-
sirable properties of a system requires particular thigkidowever, a range of
properties is already checked automatically without designtervention.

Speech Technology:The methodology and the technology are able to support much
richer dialogues, e.g. allowing a wider range of speechaesgs and more com-
plex dialogue flows. For people with cognitive impairmehg turrent restric-
tions on dialogues are believed to be appropriate. Alloviiegr use of spoken
responses would lead to more frequent errors in speechmitimrg and thus risk
confusing someone who is already likely to be strugglingnitirly, more com-
plex dialogues (e.g. the so-called mixed-mode dialogud®mfe XML) would
almost certainly risk the user getting lost.

Speaker-independent speech recognition is preferalihe agstem then does not
need training for each user. However, this is challengirraquires restrictions
on vocabulary and context. All speech technologies findfiicdit to deal with
environments that are noisy or where several people ar&kispgeaThese are
challenges that the speech recognition community are wgri. Since speech
technology is an adjunct to the methodology of this papés,sufficient for the
authors to take advantages of new developments as they benaitable.

Evaluation: GuIDE and ACH have been carefully evaluated with therapists and
live users. However, REsshas so far received only a preliminary evaluation.
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Real-World Deployment: As present, the esstoolset is a research prototype. Al-
though the tools are mature and robust (having been undetagewent for a
dozen years), they are not currently packaged up in a coentenmiay. As a
result, installation requires specialised expertise.

In contrast, the authors believe that applicability andeadiiity arenotin fact lim-
itations. The approach has been shown to work on significesmhpting dialogues
developed by others using different techniques. The metloggt and tools have also
coped with dialogues from 5 to 31 pages (in graphical formaj #re representative of
the kinds of dialogues likely to be required for the chosepliaption area.

6. Conclusions

This section summarises the work in the paper. The resuteealuated, and
pointers to future work are given.

6.1. Summary

The goal of this work was to improve on theu®E approach for creating spo-
ken dialogues that help people with cognitive impairmemiedorm daily tasks. The
objectives (section 1.1) were as follows:

Simplified Dialogue Design: The first aim was to simplify the design of prompting
dialogues. It is believed that this has been successfukihdialogues are now
represented graphically. This makes the flow in dialogueshhulearer than in
GUIDE, and it is easier to modify dialogues.

Automated Dialogue Analysis: The second aim was to automate the checking of di-
alogues for syntactic and semantic errors. This has also &&@eved through
automatic translation intorosspecifications. Although validation and verifi-
cation are fully automated, there is still some manual efieguired.

For validation, the designer must be prepared to formukstdcenarios using
MUSTARD. As it happens, the style of these tests is very similar totwia
designer should do anyway and so is likely to require onlytke lextra work.
MUSTARD is aimed at non-technical users, and hides all the detaileainder-
lying specification language, validation technique andstoo

For verification, the designer may be required to formuladodue properties
using Q.ovE. Basic checks such as livelock freedom, guaranteed tetimima
and correct initial behaviour are automated and need vétly &ffort to per-
form. Only if dialogue-specific properties are requireddditional work needed.
Even for these, the effortis comparable to that needed &atitrg test scenarios.
CLoVE also hides the technical details of the underlying spetifindanguage,
verification technique and tools.

Automated Dialogue Implementation: The third aim was to automate the translation
of dialogue designs into a form that allows their ready dgplent. This has
been fully achieved through automatic translation and @apent of dialogue
diagrams into a VoiceXML platform.
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The approach has been piloted using four significant diaedor supporting cog-
nitive impaired people: blood sugar testing, hand washdiogning an artificial limb,
and making a strawberry smoothie. Despite their size ancptxity, these were all
successfully described, specified, validated, verifiediampdemented using RESS

The methodology is generic in that it can be used for rigomesign in many
application areas. CurrentlyREssis used for dialogue services, interactive voice
response services, telephony services, web serviceseamittes and device services.

6.2. Future Work
Several new activities are planned in response to the liimits.noted in section 5.3:

e A special-purpose version of thed@/e diagram editor will be created to make
it convenient for designing prompting dialogues. Partcaltention will be paid
to making it usable by therapists and the like.

e Currently GREssanalyses only dialogue flows. Since the dialogue content is
fully defined, it is planned to extend the formal analysishwatylistic analy-
sis. For example, GIDE has established several good practices for dialogues to
support people with cognitive impairment (e.g. those dbedrin Section 1.3.1).
Style checks based on linguistic analysis will be addedtinrfuusing third-party
style analysers to check the comprehensibility of dialogjeenents.

e A test generation strategy based on [51] will be investidébdeautomate valida-
tion more fully. A graphical test notation will also be cotsied to make valida-
tion more suitable for non-technical designers. As expegavith prompting di-
alogues grows, it is anticipated that checking other dbkanaroperties will also
be automated. This will extend the range of formal checksnba-specialists
will be able to undertake.

e CREssdialogues conform to VoiceXML principles. In particulanjd requires
explicit use of Clear where there are loops in a dialoguee €swill be extended
to infer such actions automatically, thus simplifying diglie design. Although a
wider range of speech responses will be considered, thisasl be cautiously
developed to ensure that dialogues remain comprehengittie intended users.

e The Nuance VoiceXML tools used in this work were old versiddsme anoma-
lies were found in their handling of VoiceXML (e.g. audio fming output after
invocation of an event handler). The speech tools will beatigd, especially
if suitable Automatic Speech Recognition and Text To Spgeatkages can be
found (such as those from CereProc).

e Larger-scale evaluations will be carried out, targetingeqarofessionals as the
most likely dialogue designers. It will be determined ho¥eetfively such de-
signers can create and analyse prompting dialogues. Thiswiitbbe carried in
conjunction with the Brain Injury Rehabilitation Trust ing UK.

e The toolset will be packaged for convenient and easy iaitaii. In fact the
toolset is very portable (being written in Java and Perl)it ®an run on many
platforms including Microsoft Windows, Apple MacOS andetiunix versions.
Except for formal verification, the tools do not require athjgerformance sys-
tem. It is therefore planned to create a platform-neutsttithution that can be
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installed within minimum technical knowledge. This will@l readier use in
end-user homes and in clinics.
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