1. PROBLEM STATEMENT

Many problems solved with metaheuristic algorithms are constrained, i.e., problem formulation includes conditions (usually logical predicates) that have to be fulfilled by a candidate solution to be feasible. As a result, the entire search space $S$ of candidate solutions is partitioned into feasible solutions $F \subseteq S$ and infeasible solutions $I \subseteq S, F \cap I = \emptyset$.

As the goal is to find the optimal and feasible solution (or, more often in practice, a well-performing suboptimal and feasible solution), it is desirable to traverse the entire search space using search operators that are guaranteed to produce feasible solutions (i.e., $s : S \rightarrow F$). However, designing operators with this guarantee can be challenging, for instance when feasible solutions are few and far in between (i.e., the ratio $|F|/|S|$ is small), or when the structure of $S$ is such that the feasible solutions are frequently neighboring by the infeasible ones. Moreover, even if such an operator can be designed, then it may be biased in an undesirable way (in the sense of the probability distribution of produced candidate solutions).

This makes it necessary to equip an algorithm with some means of handling the infeasible solutions. Discarding them is rarely a good idea for at least two reasons. Firstly, with the discarded candidate solutions some knowledge gathered in hitherto search is also lost. Secondly, this may prevent the algorithm from visiting the yet unexplored and potentially promising parts of the search space. As an alternative, one may extend the definition of the objective function so that it works ‘reasonably’ beyond the feasible region; for instance, an infeasible candidate solution to a knapsack problem may be evaluated according to how much it violates the knapsack capacity ([3], p. 149). For many problems however coming up with such an extended and uncontroversial objective function may be difficult.

Another way of handling infeasible solutions is penalization by introducing appropriate terms into objective function $f$, or by defining additional objectives that implement constraint violation measures. This proceeding assumes however that $f$ can be applied to infeasible solutions, i.e., that the constraints are in some sense soft. Though this is often technically true (e.g., in many continuous optimization benchmarks $f$ is defined in almost entire $\mathbb{R}^n$ space), $f$ applied to an unfeasible solution may return a nonsensical value and potentially deceive the search process. This can be solved by not applying $f$ to infeasible solutions altogether, i.e., by relying on penalties alone for such candidate solutions, but this typically implies that an infeasible solution will be always considered as worse than any feasible solution, which can again prevent exploration of certain parts of the search space.

2. THE SOLUTION

In the face of above controversies, it has been often recommended to repair the infeasible solutions. A repair operator is any operator $O$ guaranteed to fulfill

$$O(x) \in F$$

for any given infeasible solution $x \in I$.

There are at least two major ways in which such an operator can be employed:

1. In the most obvious scenario, the resulting repaired solution $x' = O(x)$ replaces the infeasible one, and the latter one is discarded. This proceeding is useful in problems where the objective function is capable of evaluating infeasible solutions. For instance, in the Traveling Salesperson Problem (TSP), one can still calculate route length even if it visits some cities more than once [9].

2. One can alternatively use the repaired solution $x' = O(x)$ only as a means for obtaining the value of $f(x)$, which otherwise could not be calculated [4]. More specifically, $x$ remains a working solution, but receives the objective value of its repaired version, i.e.:

$$f(x) = f(O(x))$$

3. CONSEQUENCES

The availability of a repair operator for a given problem has several implications. Firstly, it gives the experimenter more freedom in designing search operators, which do not have to always produce feasible solutions anymore. In some cases, it may pay off to design search operators that notoriously yield infeasible solutions, in which case repair becomes a norm rather than an exception, and the repair operator gets to be a more important ‘search driver’ than the primary search operator(s).
Though usually a necessity, solution repair can be seen in a broader context as a way to make a search process more responsive to the feedback resulting from the evaluation of candidate solutions. On the other hand, the information about constraint violation can be considered as a manner of making the search process more informed.

Note that repair in the above sense can be seen as yet another search operator, capable of operating in $I$ (as opposed to conventional search operators which normally are required to work only in $F$). Therefore, the characteristics of a repair operator becomes a (potentially important) part of algorithm’s search bias.

In the context of evolutionary computation, the two modes of operation listed in the previous section can be respectively deemed Lamarckian repair and Baldwinian repair, as the former one employs the feedback received from the environment (i.e., the information about violating a constraint) to explicitly modify (replace) the solution, while in the latter scenario the only effect is in the objective (fitness) value.

Sometimes it may be difficult to delineate repair from other components of a metaheuristic algorithm. In some cases, repair is an indispensable element of genotype-phenotype mapping. For instance in grammatical evolution [7], solutions (genotypes) are vectors of numbers, each of them determining the choice of a grammar production to be used when deriving the phenotype (program). When such a number is greater than the number of productions available at a given stage of program derivation, it is to be treated by a modulo $n$ operator. That operator can be seen as a repair operator in this context.

4. EXAMPLES

- Numerical optimization abounds in various methods for solution repair (see, e.g., [4] for a review).
- A simple form of solution repair is clamping (trimming) the value of a modified variable to a predefined range (domain). Though in most cases the ranges are part of problem statement, sometimes the reasons are more subtle. For instance in [8], we clamp the variables representing the parameters of Othello strategies. However, we do so not because the fitness function is inherently unable to handle the values outside the interval, but to avoid an indefinite growth of variables that may not bring qualitative changes in players’ behavior (because candidate solutions are functionally equivalent up to linear scaling). Thus, infeasibility is not the only motivation for repair.
- Intron removal in genetic programming (e.g., [1]) can be considered as a form of repair (notwithstanding that it has been shown that some amount of introns may be beneficial for GP search).
- Simplification algorithms used in certain variants of genetic programming to reduce solution size (e.g., [5, 6]) can be seen as as a form of repair: they do not affect the semantics of a program, but change its syntax and thus make it possible for it to meet, e.g., an upper limit imposed on program size.
- Methods have been proposed that avoid solution repair by using the information on constraint violation to guide the search process [2].
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