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ABSTRACT

Genetic Improvement (GI) performs a search at the level of source code to find the best variant of a baseline system that improves non-functional properties while maintaining functionality, with noticeable results in several domains. There are many aspects of this general approach that are currently being explored. In particular, this work deals to the way in which the search is guided to efficiently explore the search space of possible software versions in which GI operates. The proposal is to integrate Novelty Search (NS) within the GismoGEOE framework to improve KinectFusion, which is a vision-based Simultaneous Localization and Mapping (SLAM) system that is used for augmented reality, autonomous vehicle navigation, and many other real-world applications. This is one of a small set of works that have successfully combined NS with a GP system, and the first time that it has been used for software improvement. To achieve this, we propose a new behaviour descriptor for SLAM algorithms, based on state-of-the-art benchmarking and present results that show that NS can produce significant improvement gains in a GI setting, when considering execution time and trajectory estimation as the main performance criteria.
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1 INTRODUCTION

Machine learning (ML) coupled with affordable and powerful computing hardware has brought about a new approach for the development of software systems. Every year new applications are able to automate tasks that formerly required explicit human design. It is now possible to partially automate the development of pattern recognition, image understanding and natural language processing systems. However, until recently, human programming was still an essential part of both system development and maintenance. This has changed, through search-based software engineering, and the genetic programming (GP)-based genetic improvement (GI), at least some of those tasks can be outsourced to an automatic process [27]. In GI, the goal is to use meta-heuristic methods to automatically modify a software system [27]. GI focuses on automatic bug detection and repair [8, 15, 17], and the automatic improvement of non-functional properties [10]. What makes GI different from GP is that it operates directly at the level of source code, exploiting the manner in which source code is developed [6, 10].

We argue that while GI has been shown to be useful at the software systems level [8, 15, 17], probably the most interesting application area is in the automatic improvement of complex programs [10, 11]. In these cases expert human knowledge is scarce, even at the abstract level, while deep source code understanding is usually limited to a small group of developers and close colleagues. Producing a steep learning curve for any developer interested in extending or improving the code.

In this work, we apply GI to vision-based Simultaneous Localization and Mapping (SLAM), one of the most widely studied problems in both computer vision and robotics. The vision-based SLAM problem can be stated as follows. Assume that a robot is provided with a camera as its only sensor, with no additional information regarding the surroundings. The goal for the robot is to automatically construct a map of the environment (usually 3D for vision-based SLAM) and simultaneously localize itself within the map; i.e., determine its pose within the 3D map at every time instant, over time describing a trajectory. When dealing with vision-based SLAM one can distinguish between sparse [4] and dense methods that attempt to fully reconstruct the 3D scene[26]. SLAM is particularly interesting given its wide ranging potential in high-end applications, that include mobile robotics, augmented reality and autonomous vehicle navigation. In fact, the sheer amount of research in SLAM has solved this problem (under certain constraints), at least at theoretical and abstract level. This has lead to many successful SLAM systems, such as the popular KinectFusion [26]. A nice survey is given by Cadena et al. [3] on the past, present and future of SLAM, providing the main theoretical foundations of SLAM, and identifying some of the
main open issues and future perspectives. Concerning the latter, the authors identify the efficiency of modern SLAM systems when executed in resource-constrained platforms where execution time or efficiency impose strong constraints on the system.

Indeed, one important contribution has been SLAMBench [20], a comprehensive tool to evaluate dense RGB-D SLAM systems, providing a relatively simple and direct way to evaluate the functional and non-functional properties of a SLAM system. The most important functional property is the absolute trajectory error (of the camera/robot within the environment), while non-functional properties can include execution time, memory consumption or energy consumption. SLAMBench provides tools to perform evaluations on multiple computing platforms and development environments, including C++, OpenMP, OpenCL and CUDA. In other words, SLAMBench provides an open source platform to evaluate the efficiency and accuracy of a vision-based SLAM system.

This is, in our opinion, the perfect research context for the application of GI. Unlike other recent contributions for the automatic tuning of a SLAM system [2, 19], that focus on parameter optimization, GI provides the necessary tools to explore the true underlying design space of the popular KinectFusion algorithm, considering all of the system kernels as candidates for improvement [26].

Moreover, this work makes a second contribution to GI. Two issues for GI systems are the flatness of the search space, which can be highly neutral, and the loss of diversity in the population. GI systems generate many individuals (list of source code modifications) that produce code that does not compile, and have difficulty finding partial solutions that improve some parts of the code but may degrade performance elsewhere. This work addresses these issues by using Novelty Search (NS) [16], where fitness is not directly computed based on the performance criteria. Instead, NS searches for high-performing individuals indirectly by applying selective pressure to produce novel solutions; i.e., solutions that exhibit unique behaviors relative to others that were previously found. While recent contributions have applied NS to GP systems [22–24, 30], this paper is the first to apply it in a GI setting. To do so, a new behavior descriptor is proposed, that captures the manner in which the SLAM system performs on the set of test cases, a prerequisite to apply NS to any problem. Results show that the NS-GI search is able to improve upon standard GI, and produced significantly improved variants of the KinectFusion SLAM system using a community standard test set [7].

The remainder of this paper is organized as follows. Section 2 reviews related works from computer vision literature. Section 3 provides a brief introduction to GI and to the NS algorithm. The proposed approach is then presented in Section 4. Section 5 presents the experimental work and discusses the main results. Finally, Section 6 presents the conclusions and outlines future work.

2 RELATED WORK

SLAM is a well understood problem, with many successful approaches published over the years. This has lead several research groups to focus on the efficiency of current state-of-the-art systems. That is the reason SLAMBench was developed [21], providing a broad set of tools to evaluate and help detect possible areas of improvement within a SLAM system. Recently, the next logical step was also taken, to use SLAMBench to perform an exploration of the configuration space of a SLAM system.

The first such work is [31], a detailed comparative analysis of two SLAM systems, KinectFusion and LSD-SLAM [5]. The work considers accuracy, energy consumption and frame rate as their comparative measures. It is the first systematic exploration of the the underlying parameter space of each algorithm. The effect that some parameters have on the functional and non-functional properties is studied, such as the minimum pixel gradient in LSD-SLAM, and the voxel grid resolution in KinectFusion. However, the results in [31] provide a partial characterization of parameter space, since each was studied independently. In [31], as well as the papers discussed next, the sequences from the ICL-NUM dataset [7] are used as reference, since the complete ground truth is available and compatible with SLAMBench. The dataset includes the known trajectory of the camera and the full 3D reconstruction of the scene.

Another possibility is to use SLAMBench to guide a learning process to automatically determine the optimal parameter configuration of a SLAM system. This task can be posed as a supervised learning problem, where a benchmark set of test cases (video sequences, such as those in ICL-NUM) can be used to compare the improvement (or performance degradation) caused by a particular parameterization, relative to user-defined default values. That is the goal of HyperMapper [2], a tool to automatically explore the efficiency-accuracy trade-off of a SLAM system. HyperMapper considers execution time (EXT) and power consumption as two non-functional properties that measure efficiency, and the absolute trajectory error (ATE) as the main functional property that measures accuracy. One difficulty in taking this approach is the cost of the objective function that requires the execution of SLAM-Bench and the SLAM system of interest on the video benchmarks, since to evaluate a particular point in parameter space it is necessary to actually measure its performance. HyperMapper uses ML techniques to train a surrogate objective function online, such that some points in parameter space are not evaluated, and maintains a Pareto set of solutions, each providing a different trade-off between efficiency and accuracy. Parameter space is sampled based on the current solutions on the Pareto set at each iteration. HyperMapper considers a large set of parameters for the KinectFusion algorithm, and also considers compiler flags and architecture-level parameters, comparing the results with the default settings. It is shown that the default configuration is dominated by many solutions on the Pareto Front [2]. In some cases, efficiency can increase from 6 fps to nearly 40 fps, and from 2.77 Watts to 0.65 Watts, while accuracy can increase from 4.41 cm to 3.30 cm of ATE. A big shortcoming of that work, however, is that the algorithm is trained using only half of a single video sequence (400 frames) from the ICL-NUM dataset (living room trajectory 2) without any tests on other video sequences, so generality cannot be confirmed. The search is also extremely costly, with the authors reporting that a total of 3,000 random samples are generated and evaluated with SLAMBench at the start of HyperMapper, with the active learning process generating 1,300 additional samples. To evaluate all these parameterizations the process required about 6 days of computation. HyperMapper also relies on the assumption of locality in parameter space, which might not be the case; i.e., that similar parameterizations will also produce similar performance.
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Similarly, [19] presents another application of HyperMapper. They consider two SLAM systems, KinectFusion and ElasticFusion, and ATE and EXT are used for evaluation. A GPU implementation of ElasticFusion is used, and, for instance, a parameterization is found that provides a 1.25-fold speedup and a 2-fold improvement in terms of accuracy, relative to the default parameters. The improvements are tested for generalization by running the same tests on a large set of mobile devices, showing that the same effects are obtained. However, as in [19], performance generalization is not considered across multiple image sequences.

The present work builds upon these contributions in several ways. First, while the authors in [2, 19] claim to be performing design space exploration, they actually perform, in our opinion, parameter space exploration. On the other hand, by using GI, this work can explicitly modify the algorithmic design of the system, and perform a more complete design space exploration. Second, a much larger training set is considered, two full video sequences from the ICL-NUIM dataset are used for training, and the evolved improvements are also applied on the other two video sequences to evaluate generalization. Finally, by integrating NS into GI the system performs a better exploration of the search space, which should be assumed to be highly neutral, with low locality and highly discontinuous. Experimental results will show the beneficial impact of integrating NS on this GI problem.

3 BACKGROUND

3.1 Genetic improvement

GI, unlike GP, starts from a working program that is much larger than those evolved with GP [27]. GI performs a local search of sorts, attempting to find a modified version of a piece of software that is already functioning. It can be seen as a subset of search-based software engineering [9], integrating techniques from test-based software development and GP. Much of the research in GI has focused on the automatic repair of software, bug elimination [15] and detection [17], and has been integrated into online systems that perform continuous repairs [8].

Another common application of GI is to improve non-functional properties of a software system while maintaining the same functional behavior, using a known set of test cases and the behavior of the original system as an oracle. The criteria for improvement can be divided into functional and non-functional properties. The functional properties refer to the logic of the program, while the non-functional properties refer to physical aspects, such as execution time or energy consumption. One noteworthy example of GI is the GISMOE framework by Langdon and Harman [10], which is the basis for the work presented in the present paper. GISMOE has achieved large performance gains for open-source software, speeding-up some very complex pieces of software, such examples have been published in recent years [10, 12–14, 28].

In GISMOE the original source code is represented by a BNF grammar, and a GP search is used to explore alternate versions of the original by generating individuals that represent a list of modifications. These can be the deletions of a line of code, insertion of a line of source code next to another, and replacement of a line of code with another. The reproduction methods of the GP search are mutation and crossover, where mutation consist on applying one of the modifications previously mentioned, and crossover consists on the concatenation of the list of modifications from two individuals to create a new one. However, there are still several issues with GISMOE in particular, and GI in general. One of the most important is the fact the the search can get stagnated and lose diversity quickly. The problem is that it is often difficult to construct complete solutions in a piecewise manner, since partial solutions often break the code or have a negative effect on overall performance. Some of this is due to the fact that the search space is often a large neutral network, where a sufficient gradient to drive the search is lacking. For this reason, the present work presents an alternative way to guide the search, a method called novelty search.

3.2 Novelty search

NS was proposed by Lehman and Stanley as a way to escape from local optima in deceptive problems [16]. It has been applied many times in robotics tasks, with results that show the ability of NS to push the search out of local attractors quite effectively. While any meta-heuristic search can be used, NS only modifies the manner in which fitness is assigned. In standard search, GP and GI follow this approach, fitness of a solution candidate is defined based on the problem objective, directly measuring the degree to which a solution solves the problem of interest. However, if the fitness landscape is deceptive, which is often the case in real-world tasks, then attempting to directly minimize the objective function will surely lead to suboptimal solutions. Conversely, in NS it is required to first define a behavioral descriptor for each solution, to efficiently describe what a solution candidate does when it attempts to solve the problem. To compute fitness, NS then measures the novelty of each solution; i.e. how unique a particular solution is relative to previous solutions produced by the search. In order for NS to be successful, it is assumed that at the beginning of a search most, if not all, of the solutions will be very bad at solving the problem. Hence, the initial behavioral descriptors will be describing low quality solutions. Therefore, when novelty is promoted, the search process will attempt to produce descriptors that are very different from the initial ones. In behavioral space, it should be the case that the behaviors that are the most different from the initial random (bad) behaviors correspond to the desired behaviors of an optimal solution. While changing the selection pressure seems minor, evidence is building that it can be very useful. In the case of GP, NS has been applied to classification [23, 24], symbolic regression [18], and to improve generalization [25].

3.3 KinectFusion

KinectFusion works with RGB-D cameras, such as Kinect, that integrate a depth sensor in addition to a standard camera. KinectFusion registers and fuses the stream of measured depth frames as the scene is explored from different viewpoints into a clean 3D reconstruction [2, 26]. A version of the KinectFusion algorithm is provided with SLAMBench, organized into six high-level building blocks referred to as pipelines, that operate in the following order:

1. **Acquisition**: This input step is included explicitly to account for I/O costs during evaluation of a SLAM algorithm.
2. **Preprocessing**: Normalizes each depth frame and applies a bilateral filter to reduce noise and invalid depth values.
(3) Tracking: Computes a point cloud (with normal vectors) for each pixel in the camera frame of reference, and estimates the new 3D pose of the moving camera by registering the point cloud with the current global map using the iterative closest point (ICP) algorithm [1].

(4) Integration: Once the new camera pose has been estimated, the corresponding depth map is fused into the current 3D reconstruction.

(5) Raycasting: A voxel grid is used as the data structure to represent the map, employing a truncated signed distance function (TSDF) to represent 3D surfaces. This step recovers the 3D surfaces that are present at the zero crossings of the TSDF.

(6) Rendering: It is used for visual reconstruction of the map and trajectory of the camera.

Each pipeline contains one or more computer vision kernels, 14 in total. [20] shows that Integration and Raycasting consume most of the processing time, in all implementations and on all different platforms (desktop, laptop and embedded system). The only exception was the CUDA implementation, where Rendering consumed more than Integration on some platforms. In the present paper, we use SLAMBench with the sequential implementation (C++) of KinectFusion, and register the metrics it provides to assess the fitness of the GI approach. The total number of lines of C++ source code for all the KinectFusion kernels is approximately 700. We would like to stress that this is not a particularly large piece of software, but it is rather complex, and tuning or improving the software is not a trivial endeavor [2, 19, 31].

4 PROPOSED APPROACH

In this work, we integrate NS into the GISMOE framework to improve the functional and non-functional properties of the KinectFusion SLAM system, using SLAMBench to compute the objective criteria for improvement. Before providing more low-level details regarding our implementation, it is first necessary to define how NS is applied. All other design issues in GISMOE are kept as defined in [10], except for the fitness function that will be replaced by the NS fitness. As stated above, to apply NS to a particular problem the first step is to define an appropriate behavioral descriptor, which in this case will be based on the performance obtained on each test case, loosely based on the descriptors proposed in [23, 24].

Test Cases. Each candidate solution generated by GISMOE is evaluated on a set of I fitness cases. In particular, for this problem we use four video sequences with known ground truth from the ICL-NUIM dataset; see Table 1. Two of them are chosen for training, the other two are used to test the best evolved solution.

<table>
<thead>
<tr>
<th>Test-cases</th>
<th>ICL-NUIM</th>
<th>Partition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Living_room_traj0_loop</td>
<td>Testing</td>
</tr>
<tr>
<td>2</td>
<td>Living_room_traj1_loop</td>
<td>Training</td>
</tr>
<tr>
<td>3</td>
<td>Living_room_traj2_loop</td>
<td>Testing</td>
</tr>
<tr>
<td>4</td>
<td>Living_room_traj3_loop</td>
<td>Training</td>
</tr>
</tbody>
</table>

Table 1: Test cases from the ICL-NUIM dataset.

Performance Evaluation. First, using the original KinectFusion implementation, we compute the reference performance of the system in terms of the absolute trajectory error $\text{ATE}^R(c)$, the functional property we wish to improve, and the execution time of the $i$–th pipeline (high-level block) $\text{EXT}^R_i(c)$ for each test case $c$, as the non-functional properties, with a total of 6 pipelines in KinectFusion; these are obtained by executing 100 times the original KinectFusion program and calculating the median.

ATE is given by the mean squared error between the real-valued trajectory vector of the ground truth movement of the camera within the scene, and the estimated trajectory computed by the SLAM system. EXT is based on the wall-clock time measure provided by SLAMBench.

Then, during evolution for each individual $j$ we compute the same values, respectively given by $\text{ATE}(c, j)$ and $\text{EXT}(c, j)$. Notice that we are considering the performance of each pipeline individually instead of aggregating over all pipelines. This provides a finer characterization of the performance of each solution candidate in GISMOE. Making it possible to identify individuals that improve specific pipelines, and promoting the recombination of complimentary solutions for the overall improvement of KinectFusion.

Behavior descriptor. The proposed behavior descriptor measures the degree with which a particular individual improves upon the performance of the original system. Thus, we define the functional gain on each test case $c$ as

$$\text{ATE}_{\text{Gain}}(c, j) = \frac{\text{ATE}^R(c) - \text{ATE}(c, j)}{\text{ATE}^R(c)} \times 100,$$

and the non-functional gain on each pipeline as

$$\text{EXT}_{\text{Gain}}(c, j) = \frac{\text{EXT}^R_i(c) - \text{EXT}(c, j)}{\text{EXT}^R_i(c)} \times 100,$$

with both values taking on positive values when there is an improvement and negative values when the performance is worse than the reference values.

With these references, the behavior descriptor of the $j$ individual is defined as an integer vector $\beta_j$ of size $N = (q+p) \times l$, where $l$ is the number of fitness cases, $p$ is the number of pipelines (six) and $q$ is the number of functional measures (only one in this case, ATE). For example, if we assume that $l = 1$ (we use two in the experiments), then the first element $\beta_j(1)$ corresponds to the behavior of a solution with respect to ATE, and the remaining $p$ elements represent the behavior of the non-functional properties, one for each pipeline (each $\text{EXT}_i$) (from $\beta_j(2)$ to $\beta_j(7)$). Each element in $\beta_j$ is determined by dividing the real line $(-\infty, \infty)$ into $N$ segments, and define two parameters called lower and increment. Lets continue with the example to compute the value of $\beta_j(1)$. If $\text{ATE}_{\text{Gain}}(1, j) < \text{lower}$ then $\beta_j(1) = 0$; if $\text{lower} < \text{ATE}_{\text{Gain}}(1, j) \leq \text{lower} + \text{increment}$ then $\beta_j(1) = 1$; if $\text{lower} + \text{increment} < \text{ATE}_{\text{Gain}}(1, j) \leq \text{lower} + 2 \times \text{increment}$ then $\beta_j(1) = 2$; and so on, until $\text{lower} + \text{increment} \times N < \text{ATE}_{\text{Gain}}(1, j)$ then $\beta_j(1) = N$. After a series of tests, we set $N = 18$, lower $= -45\%$ and increment $= 10\%$. Thus, each element in $\beta_j$ will take on values from 0 to $N = 18$.

Fitness Function. With NS, fitness is given using a density estimation measure. For instance, in the original NS algorithm [16], fitness is given by the average distance in behavioral space between
a descriptor of an individual solution and the descriptors of its k nearest neighbors. The neighbors are obtained from the current population and from a population archive, where the descriptors of previous solutions can be stored. Another approach is to model novelty in a probabilistic manner, proposed in [24], which eliminates the need to manage an archive but works under the assumption that the dimensions of the behavior descriptor are independent, which might not be the case. In this work, fitness is given by the average Manhattan distance between an individual’s behavior descriptor $\beta(j)$ and an archive of all previously generated descriptors $\alpha(o)$ that also includes the behaviors in the current population, expressed as

$$F_{NS}(j) = \frac{1}{h} \sum_{o=1}^{h} d(\beta(j), \alpha(o))$$  \hspace{1cm} (3)$$

where $h$ is the size of the archive. Moreover, fitness is only computed for those individuals that satisfy the following: (1) the number of untracked frames must be lower than 40%; (2) succeed in compilation and execution of SLAMBench on the test cases. In the case that these constraints are not met, we assign a fitness value that does not permit this individual to be a parent, and the individual does not generate a behavior descriptor.

To summarize, Figure 1 shows the complete GI search with GISMOE. The dashed arrows indicate the basic GISMOE loop, as presented in Section 3, and the solid arrows inside the solid block (inner-left corner) indicate the evaluation process using SLAMBench. The GISMOE process starts by defining the BNF grammar from the KinectFusion source code. Then, the initial population is created, with 20 individuals selecting from the BNF grammar randomly. If compilation is successful, for each of the test cases SLAMBench measures $EXT_{gain}(c,j)$ and $ATE_{gain}(c,j)$, and the behavior descriptor is constructed. Next fitness is assigned based on behavioral novelty, as defined in Equation 3. Selection chooses the best 50% of individuals in the population, on which the search operators are applied to generate a new population that replaces the previous one. However, if some of the chosen individuals have been assigned the fall fitness, they are discarded and replaced by random ones. The evolutionary cycle continues until the stop condition is reached, which is a maximum of 200 generations.

5 EXPERIMENTS

The experiments were carried out on a virtual machine with 32 Cores and 32 GB RAM with Ubuntu 16.04, on top of a KVM host running Ubuntu 16.04 server on a DELL R430 with 2 Intel Xeon E5-2650 v4 2.2 GHz (12C/24T). Fitness evaluation was parallelized at the individual level with GNU Parallel [29], reducing the experiment time from a month of computation to two days. As already mentioned, we use the C++ implementation of KinectFusion and use 50% of the test-cases from the ICL-NUM benchmarks for training and testing (see Table 1). In particular, videos 2 and 4 are used to train the search, and videos 1 and 3 are used as unseen tests for the improved versions of Kinect Fusion. The SLAMBench parameters are set to their default values, as well most of GISMOE.

5.1 Results

The results of the NS-GISMOE search over the training set is presented graphically in Figure 3 and Figure 2. Figure 3 presents a convergence plot for the best values in the population for the average gain in total execution time over all fitness cases $EXT_{Gain}$ and the average gain in the absolute trajectory error $ATE_{Gain}$. Figure 2 presents a Pareto front of all the solutions found, considering $EXT_{Gain}$ and $ATE_{Gain}$ of all the evolved solutions. The approximated Pareto front of the experiment shows that the performance of most individuals is in the range of ~60% to 60% for $ATE_{Gain}$ and ~80% to 40% for $EXT_{Gain}$. The plot also includes the reference individual (red dot) located at position (0, 0) with no gain, and two individuals (green and purple) that were selected for further analysis to illustrate the type of solutions produced by the search. In this case we are not interested in the average performance
of all individuals, but to chose individual with characteristics that were deemed important for further analysis. Each is described in the following subsections, with a justification of why they were chosen.

5.2 First Individual
The first individual, indicated by a green diamond marker in Figure 2, is chosen based on the fact that it improves both performance criteria, $ATE$ and $EXT$, but has the best overall performance based on $ATE$. It includes a total of 48 edits across all of the KinectFusion Kernels. The performance of this individual is shown in Figure 4, in the form of bar graphs that show the percentage of gain (or improvement) in the vertical axis for each test case (horizontal axis). Two bars are shown for each test case, that represent $ATE_{Gain}$ (blue) and $EXT_{Gain}$ (red) (higher values are better). Also, the mean gain, $EXT_{Gain}$ and $ATE_{Gain}$, over all test cases are shown as dashed lines (blue and red, respectively). The figure also identifies the test cases used for training using red bold numbers.

The gains in $EXT$ do not vary much relative to the test cases, while the improvements in $ATE$ do seem to depend on the test cases. In the first test video we have a slight performance loss based on $ATE$, but it is less than 2%. On the other hand, on the the second test video (test case 3), the gain in $ATE$ is above average, which is a very positive result.

Regarding $EXT$, a more detailed analysis is provided in Figure 5, showing the average execution time required to compute a single video frame from each test case. Execution time is given for each pipeline in KinectFusion, with dashed lines representing the reference performance (unmodified code) and solid lines representing the performance of the chosen individual. Notice that the individual eliminates all computations due to Rendering, which is a simple modification to achieve a speedup since the Rendering pipeline is only required for visualization. Nonetheless, the reduction in $EXT$ is not only due to this modification, because it only represents 9.7% of the average gain in total execution time, which is 26.3%.

What is promising in this solution is that both $ATE$ and $EXT$ are improved, with previous works assuming that this was not plausible [2, 19, 31]. Figure 7 presents a 3D rendering of a video frame from test sequence 1, comparing the default KinectFusion system with this genetically modified version. The figure clearly shows that both 3D reconstructions are quite similar, confirming that the functional properties are preserved in the modified version, and in fact improved when $ATE$ is considered.

5.3 Second Individual
This individual, indicated by a purple square marker in Figure 2, includes a total of 53 edits across all of the KinectFusion Kernels. While the first individual exhibits a quite stable performance, across
both training and testing instances, this is not the case for this individual. Consider that the second and fourth test cases are used for training, while the first and third are used for testing. Notice that in terms of EXT, this individual clearly achieves a substantial improvement across all test cases, with an average of 38.9%. However, in terms of ATE the behavior is quite erratic. For the first two cases, performance is very poor, in particular the first test case pushes the average gain to -263% (the bar plot goes out of range from the plot limits). On the other hand, for the other two test cases performance is equivalent (test case 3) or substantially more accurate (test case 4, with an improvement close to 60%). Therefore, it seems that this is a much more specialized individual, with localization accuracy apparently depending on the characteristics of the scene or video sequence. If one inspects each test case manually, it is not at all evident why such large performance differences would arise.

6 CONCLUSION AND FUTURE WORK

This paper presents a GI approach to improve a complex computer vision system that solves the SLAM problem. In particular, GISMOE is applied to the KinectFusion SLAM system, to improve both functional (ATE) and non-functional (EXT) properties. To evaluate each solution candidate generated with GISMOE the SLAMBench tool is used, which provides a detailed comparison of the efficiency-accuracy trade-off of SLAM algorithms. Besides this novel application of GI to a known and prominent problem from the computer vision and robotics communities, the paper makes a second important contribution to GI and GP. This work presents the first integration of novelty search into a GI system. NS allows the GI process to explore behavior space more freely, promoting the generation of unique solution candidates, which is important given the highly neutral nature of a GI fitness landscape. To achieve this, a behavior descriptor is proposed, that considers the performance of each individual in a fine grained manner. For instance, EXT is considered independently for each pipeline in KinectFusion, to allow the search to detect individuals that provide only partial improvements to the system.

The GI search produced at least two notable solutions, described in detail in this paper. First, a solution that generalizes quite well over a benchmark set of test videos that is a standard in the SLAM community, with improvements on both ATE and EXT, of 26.3% and 12.5% respectively. Second, a more specialized solution where the improvements in EXT are of nearly 40%, while ATE behavior depends on the video sequence, with two cases showing substantial performance degradation, while the other two cases showing performance improvements of up to 60%.

Future work will try to better understand the modifications proposed to KinectFusion by GISMOE and NS. It will be important to reverse engineer what changes are most crucial to improve efficiency and accuracy in a SLAM system. Moreover, a formal comparison between standard objective-based GI and NS should be carried out, to determine what are the main differences and similarities between both search processes.
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Figure 7: Comparison of the 3D surface reconstruction from the first test video from ICL-NUIM: (left) reference KinectFusion and (right) GI-improved version (first individual).


