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Abstract 

Mobile gaming is increasingly becoming one of the largest areas of the games industry as the 

number of smartphone and tablet users is growing. Free-to-play games represent a significant 

proportion of the games available on mobile devices. Deriving insights from player behav-

iour is key to the success of free-to-play games. Modelling and predicting future player 

behaviour enables developers to implement data-driven decisions in development and player 

management strategies.  

This paper considers approaches to estimating player retention and prediction of player 

churn. Player retention is analysed to discover the relationship between player metrics and 

retention. Furthermore, evaluation of the performance of retention prediction models gives 

insight into how contextual information about a player impacts the ability to estimate player 

retention.  

Secondly, the study considers how contextual information about a game impacts the per-

formance of churn modelling. The paper presents an approach to churn modelling which is 

game agnostic, hence, the model is applicable across all free-to-play games. Features of the 

model measure generic elements of player behaviour such as the time between events, play-

time and the variability of event types. Comparisons are drawn between a decision tree 

classifier and a linear regression prediction in identifying those players about to churn. 

Finally, a game specific model is developed as a case study to compare the performance 

of a game specific model against the game agnostic model. Performance measures suggest 

that there is little difference in the accuracy of churn prediction for a game specific and game 

agnostic approach to churn modelling.  
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1 Introduction 

By 2020, the mobile games industry is expected to generate a revenue of $64.9 billion [1]. Ev-

er since the introduction of smartphones, the number of games developers producing mobile 

games has increased significantly. As smartphones and tablets become more accessible, this 

industry is will see continued growth.  

1.1 Background and Context 

The results of a study in [2], estimate that 71% of UK adults currently own a smartphone with 

47% of smartphone users using their phone to play mobile games [3]. The mobile games in-

dustry has seen substantial growth in the past 10 years and by 2020 it is expected to account 

for over half of the revenue produced by the gaming industry [1]. 

As the number of mobile games available increased, game developers had to discover 

methods to obtain the competitive edge and encourage players to choose their game over the 

number of games available. Hence, the free-to-play model was introduced.  

Free-to-play games offer the game to be downloaded for free. Monetisation is then 

achieved by offering in-app purchases, for example virtual currency, and in-app advertising. 

The free-to-play model has proven successful for many games, one of the most known free-to-

play mobile games is Candy Crush Saga. In 2014, Candy Crush Saga was reported to have a 

player base of 93 million players and generated an estimated £298 million from in-app pur-

chases across three months [4].
 
 

It is estimated that 50% of free-to-play games have a 1% conversion rate, that is 1% of all 

players will convert to payers [5]. This means that the average revenue per daily active user of 

a game can be a very small amount. Estimates suggest that average revenue per daily active 

user of a free-to-play game fall between $0.005 and $1[6]. Therefore, to earn revenue from a 

game requires a large player base. Whilst it is possible to generate a large player base through 

marketing campaigns, it is important to retain those players play for a long period of time to 

generate revenue [7]. 

Player retention is a measure of the percentage of returning players on each day after in-

stall. Conversely, player churn is the measure of 1 – retention. Hence, a player is said to have 

churned when they are no longer actively playing a game. Data mining can be used to predict 

player retention and churn. Prediction of player retention enables forecasting of future values 

such as the lifetime value of a customer. Whereas, predicting when a player is likely to churn 

enables implementation of strategies to intervene when a player is about to churn which will 

encourage that player to play for longer.  
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This project was carried out as part of a placement with the games analytics company del-

taDNA. deltaDNA are a service provider of a platform which enables game developers to 

carry out analytics on their player data. Clients who use the platform have access to several 

functions which produce analytical charts and forecasting using game data. Some of the func-

tions available are analysis of a user’s journey throughout a game, prediction of the amount 

players will spend in their lifetime and segmentation of players to send targeted offers based 

on player characteristics.  

Whilst deltaDNA have clients from a variety of games platforms, a large majority of the 

games are free-to-play mobile games. For the purposes of this work, all games analysed in this 

paper are free-to-play mobile games.  

1.2 Scope and Objectives 

The main goal of this study was to consider how differing levels of contextual information 

about a player or a game can affect the accuracy of predictive behavioural modelling. Hence, 

the study considers three approaches to modelling player retention and churn whilst attempting 

to understand how player demographics and in-game activity affect prediction of future behav-

iour.   

1.2.1 Retention 

The first section of this study concerns predicting player retention. Currently, the retention 

prediction model implemented on the deltaDNA platform uses optimisation to predict reten-

tion based on a period of observed retention values. For a game which has newly launched or 

which has a small player base, there may be little to no historical data. In this case, it is very 

difficult to make an accurate prediction of player retention. 

This research aims to discover whether it is possible to predict retention using a short peri-

od of playing data. By analysing player data for a basket of games from different genres, the 

objective is to identify whether the shape of the retention curve is individual to each game or if 

there is a relationship between player demographics and retention.  

1.2.2 Churn  

The later part of this study focuses on predictive churn modelling. Whilst deltaDNA is pri-

marily a service provider of a platform, the insight department works with some clients to 

provide more detailed analysis of their games. A frequent request from clients is to produce a 

churn prediction model to identify those players about to stop playing the game.  

http://www.cs.stir.ac.uk/~kjt/research/conformed.html
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Building a churn model for a specific game requires a deep understanding of the structure 

of the game and often involves time playing the game to understand features which can be 

used to understand player behaviour. This can be a time-consuming process. However, as with 

all data mining projects, there is no guarantee of a high accuracy model.  

The objective of this part of this study is to produce a general churn prediction model 

which can be applied to any game. That is the features of the model are independent of the 

game itself and rely on player behaviour which can be observed in any game. A game agnostic 

model could act as a baseline to evaluate the accuracy of a game specific model. Also, a model 

of this type gives insight into which features are important drivers of churn at different stages 

of player lifetime.  

The last objective of this study was to produce a churn model for a specific game as re-

quested by the client.  By producing this model, it is possible to compare the performance of 

the game specific model against the previously discussed game agnostic model. The aim of 

this comparison is to discover how contextual information about a game impacts the accuracy 

of predictive churn modelling.  

1.3 Achievements 

The main objective of this project was to research the performance of predictive behavioural 

modelling and how it can be influenced by knowledge of contextual information about a play-

er or a game. To achieve this objective required processing and analysing large datasets of data 

measuring in-game events. Lack of exposure to datasets of this size resulted in a steep learning 

curve when deciding the most efficient methods of handling and processing data of this size.   

To effectively carry out this project, an increased knowledge of multiple technologies was 

required. For data analysis, this included a deeper knowledge of the programming languages R 

and Python. Specifically, Python’s Pandas and Scikit-learn modules were used for data hand-

ing and analysis and data mining respectively throughout the project. The greatest increase in 

knowledge was required for writing SQL queries to the Vertica database. This included learn-

ing about many functionalities available in SQL queries including window functions which 

were used to create complex queries.  

The results from the game specific churn model were presented to the client. The churn 

model was documented throughout to ensure the client could follow the process and reproduce 

the model in the future. Further documentation was supplied to ensure the decisions surround-

ing the approach were clearly explained to enable deeper understanding. Analysis of the model 

enables the client to understand which features have greatest importance at different stages of 
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the player lifetime. Hence, player management strategies can be implemented to increase 

player retention.  

The project has met the objectives as outlined previously. The results from the research into 

player retention give the company insight into patterns in player behaviour and their impact on 

player retention. The results from the churn prediction models provide the company with a 

baseline churn model which can be used in the future to assess the accuracy of game specific 

models. Documentation clearly outlines how the models can be replicated to predict churn for 

any game in the deltaDNA database. Further, the game agnostic nature of the churn model 

means it can be extended to model game data from any free-to-play mobile game.   

 

1.4 Overview of Dissertation 

Chapter 2 - State of the Art summarises the background and current literature in predic-

tive retention and churn modelling with a specific focus on literature using datasets from the 

games industry. A technical outline of the data mining methods which will be referenced 

throughout the remaining chapters of the study is provided. Finally, the accuracy measures 

referenced throughout this study are outlined. 

Chapter 3 – Data Acquisition and Access provides background information about the 

acquisition, storage and access to the data discussed in this project.   

Chapter 4 - Player Retention Prediction considers how knowledge of player de-

mographics impacts the prediction of player retention. Visualisations of player retention are 

created to display the retention curves based on the value of player metrics. Finally, the influ-

ence of contextual knowledge about a player is evaluated for prediction of player retention. 

Chapter 5 – A Game Agnostic Approach to Churn Modelling considers an approach to 

predicting player churn when there is no contextual information about a game. Model features 

which can be measured in across any free-to-play game are outlined. Two approaches to pre-

dicting player churn using linear regression and binary classification techniques are evaluated.  

Chapter 6 – A Game Specific Approach to Churn Model outlines a churn model creat-

ed for a deltaDNA client. Background information about the game is provided. The 

performance of this game specific model is compared against the game agnostic model out-

lined in Chapter 5.  

Chapter 7 – Conclusion will provide a summary of the study. Finally, the work of the pro-

ject will be evaluated followed by an outline of some possible approaches for future work.   
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2 State-of-The-Art 

2.1 Literature Review 

Data mining is the attempt to discover patterns in large datasets which can be used to give 

meaningful insight into some process. For large datasets, it can be difficult to define specific 

rules or relationships in the data, therefore, machine learning techniques can be used to un-

earth these unseen relationships. Predictive models, such as regression, can be used to predict 

the value of an object. Whereas, classification techniques attempt to predict the class or label 

of an object. 

2.1.1 Behaviour Modelling 

Understanding customer behaviour and the reason customers churn is important to businesses 

in any industry. The use of predictive behavioural models enables businesses to act when a 

customer is about to churn which can have great impact on the customer base and, in turn, the 

businesses revenue. The relationship between churn and retention means that results from one 

model can be used to estimate the other, therefore, much of the research in this area focuses on 

predicting customer churn.  

Whist most research into player churn is relatively recent in the games industry, there is a 

long history of churn analysis in other applications. One of the earliest areas of research was 

the telecommunications industry [1] which has since produced a vast amount of research [14] - 

[19]. However, there is research across a variety of applications including retail banking 

[20][21][22], insurance [23], subscription services[24], online advertisements [25] and com-

munity based answering platforms [26].  

Generally, churn modelling is approached using a variety of classification techniques in-

cluding decision tress, logistic regression, neural networks, and support vector machines.  

 [1] is one of the earliest works in customer prediction in the wireless telecommunications 

industry which compares the performance of logistic regression, decision trees and a neural 

network approach on a dataset of customers from the USA. It reports that neural network per-

formed the best in this study. This result is found in literature focused around subscription to 

cellular wireless services [19]. [14] studies wireless communication data from a Korean com-

pany and reports logistic regression as the superior method. [16] compares the performance of 

support vector machines against other classification techniques and results show that it per-

forms equally as well as other techniques.    

There are differing results across industries. [24] reports random forest as the superior 

method in a newspaper subscription service,  whilst [27] outlines a decision tree as the best 
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technique to determine churn using customer complaints data. The work in [12] reports lo-

gistic regression as the most accurate method on retail banking data from a Finnish bank and 

[27] reporting random forest as the most accurate method on community based question an-

swering dataset.  

Clearly, there is no superior method across industries or even within one research area. 

Hence, the best approach taken is determined by the dataset itself. The complexity of neural 

networks may provide advantageous performance in some areas, however, for simplicity of 

understanding and implementation, decision trees and regression may be the preferred meth-

ods.   

2.1.2 Games Industry 

Research in the games industry is increasing as data becomes more accessible. There is re-

search in a variety of areas including churn modelling[28][29][30] predicting player 

purchasing decisions [31], modelling player interest [32][33] and the impact of social influ-

ence on player behaviour [34]. 

However, one of the greatest causes of the lack of research in the games industry is lack of 

data available to researchers. Commercially, it is in a company’s best interest to ensure their 

data is kept private. In terms of research, there are limited papers which use datasets consisting 

of a variety of games because there are few companies willing to share this kind of infor-

mation or developers only have a handful of similar games. Therefore, majority of research 

focuses around the dataset of a single game [29][35][36][37]. There are exceptions to this case 

which involve research across multiple games. [38] explores how advertising affects player 

retention across 20 mobile games.  

Much of the research involving datasets of multiple games focuses on discovering underly-

ing distributions in metrics. [39] uses lifetime analysis techniques to fit distributions which 

determine how a player’s interest decreases over time. Similarly, [32] studies the distribution 

of playtime in a selection of 3000 PC and console games from the Steam platform. Both [39] 

and [32] determine that playtime follows a Weibull distribution. Similarly, [40] and [41] found 

that session length and inter arrival time fit Weibull distributions for datasets across multiple 

games. Lastly, [33] determined that the total days played was best fit by a Weibull distribution 

for five mobile games.  

There are two distinct types of games which have produced the greatest amount of re-

search: free-to-play games and Massive Multiplayer Online Role-Playing Games 

(MMORPGs). There is a large amount of research in MMORPGs which may be due to the 

ability to infer properties of a system by probing-based techniques rather than accessing logs 

of player behaviour from the companies themselves. MMORPGS tend to have a large popula-
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tion of users across multiple servers, therefore, often the research focuses on network balanc-

ing [41]. 

2.1.3 Churn Modelling in Games 

Churn modelling is applicable across all games; however, the definition of churn is different 

for each game. [36] identifies a customer who has not played for a window of time as churned, 

in this research they use a churn window of 4 weeks. Whereas, [42] which uses a dataset of 

subscribed players determines a player as churned when they cancel their subscription.   

For free-to-play games there is a short player lifetime, therefore, churn measurements tend 

to be evaluated across shorter windows.[29] uses binary classification, where a player with no 

activity in the second week is labelled as churned. Similarly, [30] labels players with no activi-

ty for 14 days as churned. [28] approaches churn in two ways: hard churn if a player has no 

activity after a cut-off date and soft churn where the player may have a low number of sessions 

in a short window after the cut-off date.  

As the measurement of churn is different across games, the classification method and fea-

tures selected vary for each model. For the MMORPG Everquest II, [34] examines the effect 

of negative and positive social influence in churn prediction whilst [42] uses a player lifecycle 

based approach to which proposes three dimensions of player behaviour as engagement, en-

thusiasm, and persistence. [36] compares the performance of Hidden Markov models against 

other machine learning techniques for the MMORPG Destiny.  

Previous research in churn prediction for free-to-play games is generally applicable in a 

single setting and cannot be transferred across games. Exceptions to this include [28] which is 

the most notable piece of research which approaches modelling in a game agnostic manner. 

This was the first approach to churn modelling which used game agnostic features in binary 

classification. The features include temporal features such as number of sessions, more com-

plex features such as the parameters of a power law fitted to playtime history and features 

relating to virtual economy. This paper considers classifiers such as neural networks, logistic 

regression, naïve Bayes, and decision trees with decision trees claiming the best performance. 

[29] outlines an approach to churn prediction for a single game, however, many game ag-

nostic features were included in the model. Features including geographic location, average 

session duration and total play time are game agnostic, whereas, round specific features such 

as average moves and stars are specific to the game itself.   
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2.2 Methodology 

2.2.1 Nonlinear Least Squares 

Regression models are built to understand the relationship between input and output values. 

Nonlinear regression is a form of regression which fits a nonlinear model to a set of observa-

tions. Assuming there are many data points of the form ),( ii yx and the function of the 

nonlinear model takes the form ),( xfy  ,  the model depends a vector of parameters  . 

Therefore, the aim of nonlinear regression is to find the values of the vector  where the mod-

el best fits the observed data.  

Nonlinear least squares regression attempts to find parameters of a curve such that the 

curve is the best fit to the observed data, hence, the sum of squared errors between the ob-

served values and the curve are minimised. Hence, the aim is to minimise 





n

i

ii xfyS
0

2)),((  . 
(1) 

The minimum of S occurs when the gradient is zero. To solve this requires solving the deriva-

tive of S with respect to each of the parameters: 


 






 n

i j

i
i

j

r
r

S

0

2


. 
(2) 

However, the derivatives 
j

ir




are determined by the value of ix and the parameters so there is 

no closed solution to this system of equations. Instead, a set of start values are defined for each 

of the parameters. Then small changes are made to the values of the parameters iteratively un-

til the values converge at an approximate solution to the problem. The details of the process 

used to achieve an approximate solution are outside the scope of this project.  

In this study, nonlinear least squares regression is carried out using the package NLS in R. 

The Port algorithm, as documented in the Port library[8], was chosen as it is the only algo-

rithm which allows upper and lower bounds to the value of the parameters.  

2.2.2 Huber Regressor 

Linear regression models are built from the data to understand the linear relationship between 

input and output variables. In this paper, linear regression will be used to predict the number of 

subsequent days a player will play a game given the values of multiple variables.  
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Simple linear regression attempts to finds a linear function that predicts a dependent varia-

ble as a function of an independent variable. Given a dependent variable Y and an independent 

variable X, the equation which represents the relationship between these variables is repre-

sented by 

iii XY   . (3) 

The aim is to find the equation of the straight line represented by 

, (4) 

where  is the vertical offset and  is the slope of the regression line. Simple linear regression 

can be extended to multiple linear regression which predicts the value of a dependent variable 

as a function of multiple independent variables.  The most common method of linear regres-

sion is Ordinary Least Squares which estimates the regression line by minimising the sum of 

squared differences between the observed values and those predicted by the function. Howev-

er, least squares regression methods are highly sensitive to outliers in the data.  

Outliers in game telemetry data can be caused by many issues. Outliers can be incorrect 

measurements caused by errors in data transmission, fraudulent behaviour, or flaws in the 

measurements themselves. However, outliers are also be caused by the natural deviations in 

player behaviour. Therefore, to reduce the impact of outliers on the calculation of the regres-

sion function, an approach to regression which is robust to outliers is implemented.    

Huber loss is a loss function used in regression which is robust to outliers. A loss function 

quantifies the amount of error between predicted and observed values. Therefore, the aim of 

regression is to minimise the loss function. [9] defines the Huber loss function as: 

 










,,))((2

,))(())((
))(,(

2

2

otherwisexfy

xfyforxfy
xfyL




  

(5) 

 

where f(x) is the predicted value and y is the observed value. Huber loss function treats in-

stances of data as either inliers or outliers where the absolute error ))(( xfy   is greater 

than a threshold determined by  . Huber loss applies a squared-error loss to inliers; however, 

absolute loss error is applied to outliers.  

In this study, Python’s Scikit Learn module is used to perform Huber loss regression. The 

parameter  controls how many samples are classed as outliers and it is set at 1.35 to achieve 

95% statistical accuracy [9]. A set of training data determines the coefficients of the model. 
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Overfitting of the model means the model cannot make accurate predictions on unseen data, 

therefore, a regularisation parameter can be altered to control the complexity of the model. 

2.2.3 Decision Tree  

A decision tree is a data mining technique which produces a tree-like graph with a set of 

branching decisions that end in a classification.  Each node in a decision tree represents an 

input variable whilst the branches leading from that node represent the values the variable may 

take.  

Classification of single object begins at the top node of the tree and follows the branch 

which corresponds to a given value of that variable. The process is repeated on each branch 

until all instances at a branch have the same classification value. When all instances on a 

branch have the same value, the leaf of the tree is reached.  

The order in which variables appear in the tree is important to optimise the number of cor-

rect classifications. There are several algorithms which determine the structure of a decision 

tree. This paper implements the J48 decision tree in Weka which implements the ID3 algo-

rithm. 

The ID3 algorithm selects each node of the tree by calculating which variable provides the 

greatest information gain of the output classification. This measures how much the uncertainty 

of classification is reduced by splitting the data on that specific attribute. 

To determine the information gain from splitting on a variable, the information of a value 

of that variable is calculated. The information provided by a single value of a variable, where 

 is the probability of the event occurring, is measured by  

)log()( epeI  . (6) 

Using, the weighted average information across all possible values of a variable is calculat-

ed. This is called Entropy which measures uncertainty. Entropy is calculated by summing the 

probability of each possible value multiplied by its information value from above as follows 





n

i

ii xPxPxH
0

))(log()()( .  
(7) 

Finally, information gain is a measure how much uncertainty is reduced by splitting the da-

ta on a specific attribute. Therefore, it is calculated by the difference between the entropy of an 

outcome prior to splitting and the entropy given that the data is split on an input variable. Us-

ing the equation for entropy the information gain is calculated by 

)|()( inputoutcomeHoutcomeHGainnInformatio  . (8) 

ID3 calculates the information gain for each input variable and selects the one with maxi-

mum information gain to split on at that node. Branches are created for each value the variable 
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can take. This process is repeated for the subset of data defined by each branch of a node until 

all objects at the current leaf are of the same classification value.  

A hyperparameter which can be varied for this technique is the minimum number of objects 

at a leaf node. This number can be increased to avoid branching decisions which are very spe-

cific to one instance. In doing so this simplifies the tree and reduces the risk of overfitting to 

the training data.  

Decision tree models were produced using the data mining software Weka as this it offers 

simple visualisation of the nodes of the tree and there was existing knowledge of this package.  

2.2.4 Measurement of Model Accuracy 

A classification model attempts to predict the class of a value or instance. Classification is of-

ten treated as a binary decision, which is a value that is classed as either 0 or 1. This can be 

used to classify values as 0 or 1 or, in the case of this paper, no churn and churn respectively. 

The output values of a binary classification model can take one of four values which are out-

lined in Table 1. There are many methods which use the counts of these classification outputs 

to measure the performance of a classification model.  

 

Table 1: Output Values of a Binary Classification. 

Result Actual Value Classified Value 

True Positive (TP) TRUE TRUE 

False Positive (FP) FALSE TRUE 

True Negative (TN) FALSE FALSE 

False Negative (FN) TRUE FALSE 

 

Confusion Matrix 

A confusion matrix is calculated to display the number of instances of each output result. 

The columns of the confusion matrix display the number of instances predicted in each class 

and the rows display the number of observed instances in each class. Therefore, the cell in the 

‘Negative’ column and the ‘Positive’ row contains the number of observed instances which are 

positive but have been classified as negative. The following is a binary confusion matrix: 

  Predicted Class 

  Negative Positive 

True Class 
Negative TN FP 

Positive FN TP 
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Interpreting a confusion matrix gives insight into where a classification model performs 

well. The importance of the number of false positives and false negatives can vary depending 

on the use case of a model.  

For example, a high number of false positives in a game churn model could result in many 

players being shown an offer to encourage them to continue playing. While this means an offer 

is shown unnecessarily, it is unlikely to have any major impact on a non-churners game play. 

However, if the churn model has a high rate of false negatives, then it fails to identify all play-

ers about to churn and the model does not do as intended. 

 

 

Accuracy 

The accuracy rate of a model can be determined from the values displayed in the confusion 

matrix. Accuracy is the number of instances which are correctly identified divided by the total 

number of instances, calculated by the following formula: 

FPTPFNTN

TPTN
Accuracy




 . 

(9) 

The accuracy rate calculates the percentage of instances in the test set of data which are 

correctly classified. Hence, a churn model which classifies 80 players as either churn or no 

churn correctly out of a test set of 100 players has an accuracy rate of 80%.  

It is important to note that a high accuracy rate does not necessarily signify a good model. 

For example, of the 100 players, 20 might be about to churn. The model could identify all 100 

players as non-churners which produces the accuracy rate of 80%. Therefore, it is important to 

consider the confusion matrix and following measurements to evaluate the performance of a 

classification model.  

 

Precision 

Precision, also known as positive predictive value, is a calculation of the number of cor-

rectly identified instances out of the retrieved instances. For a churn model, this is considered 

as the number correctly identified as about to churn out of those predicted as churn.  

A high precision rate is a sign of a low number of false positives whereas a low precision 

rate means a high number of false positives. Hence, precision measures the ability to predict 

positive instances correctly, or the ability to not predict a negative instance as positive. The 

formula to calculate precision is as follows: 

FPTP

TP
ecision


Pr . 

(10) 
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Recall 

Recall, also known as sensitivity, is a measure of the completeness of a model. That is the 

number of relevant instances identified. In terms of churn, this is a measure of the number of 

correctly identified churn days out of those who will churn.  

A high recall rate is a sign of few false negatives whilst a low recall rate means there are a 

high number of false negatives. Hence, recall measures the ability to predict a positive in-

stance correctly, or the ability to not predict a positive instance as negative. The formula to 

calculate recall is as follows: 

FNTP

TP
call


Re . 

(11) 
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3 Data Acquisition and Access   

3.1 Data Acquisition 

When a user is playing a game, several events occur which make up their game play. The pro-

cess of a player completing a level within a game can be broken down into events. A 

breakdown of the basic events which occur when a player completes a mission are shown in 

Figure 1: Diagram of the events which occur when a player completes a mission in a game. 

The complexity and structure of a game determine the number and variety of events which can 

occur within a game.  

 

Open Game 

Start Mission Complete Mission 

Level Up 

Close Game 

 

Figure 1: Diagram of the events which occur when a player completes a mission in a 

game. 

This event level data is the data which is sent from games to the deltaDNA database. When 

a game is developed clients can include a software development kit (SDK) which enables a 

game to record in-game events and upload them to the database. Each event records infor-

mation such as the user ID, game ID, the event timestamp, and the event name. The event 

names, for example ‘mission started’, are determined by the structure of the game and the 

events which occur within it.  

There are several default events which are collected for all games such as new player or 

game started. Event level information is stored in the event store table. Similarly, player in-

formation such as age, gender, platform, user country and acquisition channel are collected 

where possible for all games. This information about players is stored in the player metric ta-
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ble of the database. Whilst there are tables of further information in the deltaDNA database, 

the data required for this project was taken from the event store and player metric tables.  

When an event occurs, the SDK sends the event data in a JSON format to the deltaDNA da-

tabase. A Vertica database is used which has a distributed architecture which offers scalability 

and fast completion of queries.  

3.2 Accessing Data 

Data was extracted from the Vertica database by using the Vertica Python module available in 

Python. This offers direct connection to the database and queries are written to the database in 

SQL script. Using the Vertica Python module means that data is retrieved and can be processed 

in python.  

Much of the following analysis involves processing data from multiple games. To query 

multiple games at once, python code which runs a threaded set of queries was used to query 

the tables of up to 10 games at once.  

Results of the database queries were stored in Python’s Pandas to ensure easy analysis and 

handling of large sets of data. Also, the output from queries was written to a csv file using Py-

thon’s CSV module to enable data to be analysed in both R and Weka.  
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4 Player Retention Prediction 

One of the key measurements for game developers is player retention. The player retention 

rate measures the percentage of players from a cohort who are active at some day after install. 

Hence, 30-day retention measures the number of players who remain active out of a cohort of 

players who installed 30 days previously.  

Measuring retention enables forecasting, for example, a simple measurement of the value 

a player will generate in their lifetime can be calculated by multiplying retention and the aver-

age spend per player. Modelling player retention gives further insight into player behaviour 

and allows developers to understand how to encourage players to play for longer.  

The current retention model available on the deltaDNA platform uses a period of historical 

retention values and optimisation to estimate the future retention rates. To ensure an accurate 

prediction, the model requires playing data for a cohort of at least 100 players [10]. Otherwise, 

the model is based on default parameters and the retention will be estimated to fall between a 

wide interval of values. The graph in Figure 2 is displays the retention predictor available on 

the deltaDNA platform. It shows the estimated bounds of retention prediction where there is 

not sufficient data in the sample.  

 

Figure 2: The retention prediction model as displayed on the deltaDNA platform 

when attempting to optimise a sample of 20 or less players [10]. 

 

The default retention estimation can fall between a wide range of values. Therefore, the 

aim of this section is to discover if segmenting players into bins can produce a more accurate 

prediction of future retention rates. In other words, the aim is to discover whether the shape of 

the retention curve is related to many player metrics and independent of the game or whether 

the shape of the retention curve is game specific.  
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For a game which is new to the market or which has a small player base, it is difficult to 

predict future retention rates. Ideally, a model would be able to predict retention based on re-

tention values for a short period following player install. This would also be beneficial for a 

game which has seen significant changes to the structure as a short period of observations 

would be required to update the estimation of player retention.  

Therefore, the approach to this research has several steps. Initially, player metrics are out-

lined and players are split into segments according to their values for each metric. The 

retention rates for each segment are visualised to display any patterns in the retention curve 

based on the values of these player metrics. Lastly, we compare the accuracy of predicting 

player retention for each segment against a single model for all players. 

4.1 Data and Pre-processing 

The aim is to predict retention up to day 180. For a period of this length, a large sample is re-

quired to ensure there are instances of players who are active for the full period of 180 days. 

There are many measurements about a game which give insight into the size of the player 

base. The average number of daily active users and average number of daily installs are suffi-

cient measurements to determine the size of a game. Hence, games are restricted to those with 

at least 1000 daily installs and 10,000 daily active users.   

The aim is to discover if there are any patterns in retention across games, therefore, anal-

ysis is carried out on a basket of 10 games of differing genres and types. The 10 chosen games 

are all free-to-play mobile games.  

The sample of players are measured as those who installed in the month between dates 

1/9/16 to 1/10/16. For each day since install, the number of players active on that day is count-

ed. Therefore, on day 0 since install, the count will be the total number of players in the 

sample. Day 0 is the equivalent of the install day for all players. The retention rate is calculat-

ed measuring the number of active players on that day divided by the number of players in that 

sample. Therefore, retention on day 0 is 100%.  

4.2 Player Metrics  

The aim is to segment players into bins according to the value they take for a variety of met-

rics. Ideally, each player bin would have at least 1000 players in the sample to ensure accurate 

modelling. Therefore, variables which have are distributed across the possible values are nec-

essary.  

There are many player characteristics which could be considered including user age and gen-

der. However, Figure 3 displays the uneven distributions of players by gender across the 
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genres of games on the deltaDNA platform. Instead, to ensure there are sufficient players in 

each bin and a manageable number of bins, metrics which can take many values are collated 

into groups.  

 

Figure 3: Gender splits across the game genres on deltaDNA platform [11] 

The first player metric considered is the player country. Whilst the data from most coun-

tries is reliable, there are issues in some countries surrounding hacking games and fake 

devices. For this reason, data is sampled from countries which are known to have reliable data 

and a large player base. The following values are considered for user country: English Speak-

ing countries (GB, IE, US, CA, AU, NZ), Western European countries (FR, ES, PT, IT, DE, 

NL, AT) and Latin American countries (BR, AR, GT, CL, EC, PE, UY, VE).  

The second player metric considered is the platform device. Platform measures the brand 

and type of device a player is using. For example, Android Tablet and Android Phone are 

stored as two separate devices. To limit the number of bins, the platform measurement con-

cerns the brand of device being used not the handset type. Also, the platform measurement is 

limited to the two brands with biggest player base to ensure each bin has a sufficient number 

of players. The possible values for player platform are Android and IOS.  

Finally, the aim was to include features which capture length of play and frequency of play 

on the first day of play. The proposed metrics to measure this were play time and number of 

missions completed. However, these values are highly correlated, which means a player who 

has completed a low number of missions is unlikely to have a high play time.  

To avoid the issues caused by correlated features, play time on install day was the only 

measure chosen to capture player behaviour. Since players are segmented based on their value 

for play time it is impossible to measure individual play time. Instead, players are split based 

on whether their play time is above the median value for that game (high play time) or below 
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the median (low play time). For some games, play time is a measurement of how long the 

game is open, therefore, the value of play time can take extreme values. To remove outlier 

values, any measurement of play time per day greater than 4 hours is reduced 4 hours.  

Efforts were made to ensure that all player bins had a sufficient sample of players, howev-

er, is it unavoidable that for some games there were either no players (game released on one 

platform) or the sample of players was very small. These player bins were not considered in 

the analysis.  

An outline of the final features and the values they can take are outlined in Table 2: . The 

final product of this is 12 player segments, one for each combination of the feature values.  

Table 2: Player metrics and the values they can take used to segment players.  

Feature Values 

Platform Android, IOS 

Country English Speaking, Western European, Latin America 

Play time on Day 0  0.5 (50
th
 percentile), 1 (over 50

th
 percentile) 

 

4.3 Visualising Features 

To compare the impact of the value a player takes for each of the player metrics, the retention 

curves are visualised. For each of the 12 player bins, the number of players on each day is ag-

gregated across all sampled games. The retention rates are then calculated on each day by 

dividing by the number of players in that segment on day 0.  

Figure 4 displays the retention curves for each player segment from install to day 30. Clear-

ly, there is a significant difference in the retention values dependent on the time spent playing 

on install day. Following day 0, there is a steep drop in the retention rate for players with low 

game time. Across the 30 days, it is apparent that the rate of retention is higher for those who 

play for a longer period than the median value. As the number of days since install increases, 

player retention tends towards 0.  
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Figure 4: Graph of the retention curves for 12 player segments. The colour of the curve 

outlines whether players in the segment have high or low game time on install day. 

Figure 5 and Figure 6 display the retention curves for each segment where the platform and 

country are highlighted respectively. As previously discovered, the feature play time has great 

influence over the retention rate, therefore, the curves are split into two clusters: low and high 

play time. Within each cluster there is a pattern based on platform and user country. 

For users of the same play time value, players on Android devices generally appear to have 

lower retention rates than those on IOS devices. There are similar patterns in the user country 

metric. The retention curves of players from Western European and English-Speaking coun-

tries decline at a more gradual rate, whereas, the retention rates for players from Latin 

American counties are generally lower for players of the same value for game time.  

Visualising the retention curves for each player segment gives insight into the relationship 

between player metric values and the slope of the retention curve. There is some variation in 

the retention curves for players from different platforms and countries. However, the most re-

vealing player metric is the amount of time played on the day of install. This suggests that 

players who play for less time on the day of install are likely to churn before those who play 

for longer on install day. This makes sense intuitively as a player who shows less interest on 

install day is likely to lose interest in the game at a faster rate.  

 



- 21 - 

 

Figure 5: Graph of the retention curves for 12 player segments. The colour of the curves 

are determined by the value of player platform type. 

 

Figure 6: Graph of the retention curves for 12 player segments. The value of the user 

country metric determines the colour of the curves. 

4.4 Modelling 

The aim is to discover whether contextual information about a player affects the accuracy of 

prediction of retention. Models are fit using a retention values for a short window after install. 

Hence, it is evaluated whether modelling players as a single group or modelling individual 

player segments produces a more accurate prediction of retention.  
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4.4.1 Distribution of Retention Curve 

Prediction of future retention involves fitting the retention curve to a set of observed values. 

To do so, the distribution of the retention curve must be identified. The literature review in 

Section 2.1.2 discusses several papers which find aspects of player behaviour follow a Weibull 

distribution. [32] determined that the number of days played follows a Weibull distribution. 

Therefore, the cumulative density function of a Weibull distribution can be used to determine 

the probability that a player plays less than a specified number of days. [12] defines the cumu-

lative density function of a Weibull distribution is as follows: 

0,0),exp(1)()(    xxxXPxF . (12) 

The complementary cumulative density functions of a distribution are called survival func-

tions. A survival function measures the probability that a value is greater than x. Hence, the 

survival function of a Weibull distribution has the following formula: 

0,0),exp()()(    xxxXPxS . (13) 

Assuming the total number of days a player plays follows a Weibull distribution; the survival 

function measures the probability that a player plays more than x days. In other words, the 

survival function measures the probability that a player is retained on day x which can calcu-

lated using the retention rate. The survival function of a Weibull distribution is often referred 

to as a Stretched Exponential function.  

4.4.2 Predicting Retention  

To predict the future retention rates for a cohort of players, the parameters of the Stretched 

Exponential function must be estimated. Using the nonlinear least squares method outlined in 

Section 2.2.1, the parameters of the distribution are estimated based on the retention values on 

days 0 to 7. The retention values can then be estimated up to day 180.  

A single set of retention values is calculated for all players in the sample for days 0 to 180. 

The single model is fitted using the first 7 days of data and predicts the values of player reten-

tion for days 8 to 180.  

To build the segmented model, retention values are calculated for each of the 12 player 

segments. For each segment, the parameters of the retention curve are estimated based on 

player retention across days 0 to 7. For each segment, the predicted retention curves for days 8 

to 180 are generated. The average value across all segments is calculated to compare the accu-

racy of the model against the single model values.  
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4.5 Results 

The graph in Figure 7 displays the actual player retention curve against the predicted player 

retention curve based on modelling all players in a single model. The predicted model appears 

to be a good fit in the short period following install. However, predicted retention curve un-

derestimates the retention rate.  

  

Figure 7: The true and predicted player retention curves based on a cohort of players 

from a basket of 10 games. Predicted curve is fit using 7 days of retention rates.  

Similarly, the predicted retention curves for each player segment can be seen in Figure 8. 

Again, the models fail to estimate the values of retention correctly and the models appear to 

underestimate the number of number of players retained. 

Figure 9 displays the actual retention curve against the predicted retention curves for both 

the single model and the average of the segment model. The average of the predicted retention 

curves of each segment appears to generate a more accurate prediction of retention up to ap-

proximately 50 days after install. After this point, both the single model and the average of the 

segment models fail to predict the true values of player retention.  
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Figure 8: The true and predicted player retention curves for each player segment across 

a basket of 10 games. Predicted curves are fit using retention values day 0 to 7. 

 

Figure 9: The true and predicted player retention curves for a single model and average 

of segment models. Predicted curves are fit using 7 days of retention rates. 
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4.6 Evaluation & Next Steps 

The results for both a single model and the average of the segment models fail to estimate 

player retention correctly. However, of the two models, fitting the models for each segment 

then taking the average of the predicted values appears to produce the best result. 

In both cases, the models under predict the values of retention. This could be due to the 

short period of observations modelled, hence, models fit to retention data across a longer peri-

od would likely produce better results. On day 0, 100% of players are retained; however, there 

is a significant decrease in the number of active players by day 1. Therefore, fitting the model 

based on the retention values from day 1 to 7 is likely to produce a more accurate result.  

 Of the considered player metrics, the amount of time spent playing was clearly the most 

important feature in determining player retention. Ideally, more granular information about the 

time spent playing and other behavioural measures would be considered to generate a more 

accurate prediction. However, introducing more metrics and a range of values for each metric 

would result in a larger number of segments. Segmenting players into a greater number of bins 

reduces the likelihood of a sufficient sample of players in each segment. Instead, to model 

player behaviour at a more detailed level, the remaining chapters of this study focus on the 

task of modelling when a player will churn based on player behaviour measures.  
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5 A Game Agnostic Approach to Churn Modelling 

The remaining chapters of this study will focus on modelling player churn. A player is said to 

have churned when they have stopped playing a game, hence, they are no longer retained. The 

nature of free-to-play games means players are likely to churn after a short period following 

install. Analysis of the data from Section 4 determined that the average player retention on day 

10 across the sample games was 17%. Therefore, over 80% of players who installed in the 

sample period were no longer actively playing 10 days after install. Hence, in many cases the 

player lifetime is a short period of time. 

Modelling player churn has two main benefits. Firstly, modelling player behaviour in the 

period prior to churning means measures can be put in place to attempt to reduce the number 

of churners. As outlined in Section 1.1 there are many approaches such as offering deals to 

purchase virtual currency and rewards for completing missions which can be employed to en-

courage players to continue playing a game. However, for these methods to be a success, it is 

important to catch players before they churn rather than after the event. Secondly, churn mod-

els can give an insight into the most important features in driving churn. These results can be 

used to adapt elements of a game to encourage longer player lifetimes.  

5.1 Game Agnostic Approach 

As discussed in Section 1.2.2 building a churn model for a specific game can be time consum-

ing with no guarantee of a good result. Other issues arise for games which are new to the 

market if they have little historical data. In this case, it is difficult to train a churn model if 

there are few instances of players churning. Similarly, if there are updates or changes to a 

game then a new model would need to be trained on updated data.  

The objective is to produce a predictive churn model which can be applicable to any game. 

However, there are many genres of games which are all structured differently. For example, an 

action game might feature progression through levels and register an event when a player 

completes a mission. Whereas, a puzzle game might record events such as each time a player 

requires a hint.  

Game developers using the deltaDNA platform can decide which events to store and the 

name they are given. Therefore, games which have identical events may store these under dif-

ferent names. The lack of uniformity in the naming of events means that modelling specific 

events is difficult.  

To overcome these issues, a game agnostic churn model is proposed. This is defined as a 

model which can predict player churn without having underlying knowledge about the specific 
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game. In this case, the model does not depend on contextual information about the game. In-

stead, features are chosen which measure elements of player behaviour that can be observed in 

any game.  

5.2 Method 

Creating a player churn model requires defining the meaning of churn and selecting a model-

ling technique. Section 2.1.3 contains a discussion of the approaches taken to churn modelling 

in the games industry and other industries. 

Of the literature reviewed, there is many classification techniques considered such as deci-

sion trees, logistic regression, and support vector machines to model player churn. These 

methods use binary classification to label a player as churn or no churn. Similarly, there is no 

definitive measurement of churn in the literature. [36] classes a player as churned if they have 

a period of 14 days of no activity. Whereas, [42] consider a player to have churned if there is 

no activity in the second week after install.  

Player behavioural features are measured for each active player day. Therefore, the aim is 

to predict if a day will be the last day a player is active. Hence, the models attempt to predict 

which days are churn days (when the number of subsequent days left is zero).  Churn is de-

fined as the last day a player is active. 

For each player, the total number of days played is calculated, that is the number of active 

days between install and the last observed day. Therefore, for each day a player is active, the 

number of subsequent days left to play is calculated by the total number of days minus the 

number of active days to date. An active player day is a day in which an event occurs, where-

as, a real player day is measured as a calendar day with no guarantee the user will be active. A 

visual of how the number of the lifetime of a player based on active days is outlined in Figure 

10. 

 
 

Figure 10: Player activity for 2 days following install.  
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Player behaviour is observed for 30 days following install, however, some players in the 

sample play for more than 30 days. However, by the definition of a churn day outlined previ-

ously, the final day of observed activity (30 days after install) would be assumed to be a churn 

day. Figure 11 displays two possible scenarios of player lifetime. In scenario 1 the players last 

active day is within the observed period; therefore, their churn day is identified correctly. Sce-

nario 2 shows a player who plays for longer than the observation period. In this case, their 

assumed churn day would be the last observed day in the window (the purple circle).  

 

Figure 11: Scenarios outlining two possible player lifetimes across an observation period.  

To avoid falsely identifying a player as about to churn, player activity is observed for a 

maximum of 30 days, however, only the first 20 days after install are modelled. This reduces 

the risk of falsely labelling a player day as a churn day when they are active for more than 30 

days. Also, since the average player lifetime is short in free-to-play games, the most important 

days to model are those which follow closely after a player installs.   

For the considered techniques, the dataset consists of behavioural data measured on each 

active player day. Instead of generating a single model across the entire playing lifetime, data 

is split on the number of real days since install. The aim of this is to give insight into which 

features are important in driving churn at different stages of the player lifetime. Therefore, the 

dataset is split into 6 sets: install day, 1 to 2 days since install, 3 to 5 days since install, 6 to 10 

days since install, 11 to 15 days since install and 16 to 20 days since install. Each of the da-

tasets is split into 60% which is used to train the model and 40% which is set aside to test the 

performance of the final model.  

In all papers researched, churn modelling was approached with binary classification tech-

niques. Two approaches are considered to identify which player days are a churn day. These 

are a Decision Tree and a Huber Loss Regression method.  
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The first approach considers a classic classification technique of a Decision Tree which 

creates branching decisions that result classification of a churn day or no churn day. The sec-

ond method considered attempts to predict the number of days left to play using Huber Loss 

Regression and if the predicted number of subsequent days is below a cut-off value, that day is 

classified as a churn day.  

5.2.1 Decision Tree 

The Decision Tree approach is a standard binary classification which creates branching deci-

sions that result in a classification. The chosen Decision Tree and algorithm is outlined in 

Section 2.2.3. The data mining software Weka was chosen to build decision tree models. The 

data was collected from the database and split based on the number of days since install. Data 

was then stored in csv files which can be read into Weka.  

This method aims to classify which player days are a churn day. Each active player day is 

labelled as churn, if the number of subsequent days left to play is 0. Otherwise, the player day 

is labelled as no churn. The model is then trained to identify instances which are churn days.  

Each of the 6 models are trained using 60% of their relevant dataset. The model is tested 

using the remaining 40% of the data which is unseen up to this point. The models were re-

stricted to a minimum number of objects per branch of 100 instances to restrict the complexity 

of the model. Performance and accuracy of the models is evaluated using the accuracy meas-

urement methods outlined in Section 2.2.4. 

5.2.2 Huber Loss Regression 

Churn modelling is typically carried out using binary classification techniques. Rather than 

attempting to classify a player day as a churn or no churn day, his method attempts to predict 

the number of days left to play then assigns a class based on the result of the predicted value.  

Two possible measurements for the time left to play were considered: the number of calen-

dar days left to play and the number of active days left. Whilst the number of calendar days 

left to play might have more relevance for player intervention, it is harder to predict since a 

low activity player might only place once more many days in the future. Therefore, the meas-

urement used to evaluate time left to play is the number of active days left to play.  

A Huber loss regression model, as described in Section 2.2.2, is used to predict the number 

of subsequent days left to play for each player day in the dataset. If the predicted number of 

subsequent days is less than a cut-off value, that instance is classified as churn. Otherwise, if 

the predicted number of subsequent days is greater than the cut-off value the instance is la-
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belled no churn. The process which is followed to label a churn day based on the predicted 

number of days left to play is outlined in Figure 12. 

 

 
 

Figure 12: Regression approach to identifying instances of churn.  

Since player days are given a classification value, the model performance measurements 

outlined in Section 2.2.4 can be used to evaluate the performance and accuracy of the model. 

The models were trained and tested using the Scikit-learn library available in Python. 

5.3 Features 

For this model, the aim is to select features which measure player behaviour that can be cap-

tured in all games stored on the deltaDNA database.  There are many approaches to measuring 

player behaviour, for example; social activity, spending activity and progression throughout a 

game. The features chosen for this model fall into four categories: frequency, length of play, 

variability, and intensity of play. These categories capture a variety of information about play-

er behaviour, however, they measure values which can be captured in any games.  
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The study carried out in [28] produced a model which consisted of game agnostic features, 

however, many of those features were calculated at session level. Measuring features at ses-

sion level gives a more granular insight into player behaviour, however, some of the games 

which send data on the deltaDNA database do not register gameplay in sessions. Therefore, 

the number of features which measure at session level have been limited. For the few features 

which do measures at session level, each day is treated as one session for games which do not 

register sessions.  All remaining features are aggregated at day level.  

Features of the game agnostic model can be split into four categories: frequency, length, 

variability, and intensity of play.  

To measure the frequency of play the chosen features are activity, average number of ses-

sions per day and the number of events. Activity measures the number of active days to date 

out of all possible calendar days to date. The number of events measures the number of events 

which have occurred to date. Lastly, the average number of sessions per day measures the 

number of sessions to date divided by the number of active days to date.  

Length of play measures the time that a player has spent playing, hence, the average daily 

playtime. This is calculated by the total time played to date divided by the number of active 

days to date.  

Variability measures how many different types of events have occurred while playing. The 

proportion of event types is calculated by the number of distinct events which have occurred 

for that player to date out of the total distinct events to date across all players.  

Intensity of gameplay is measured by the frequency that events occur. This is measured as 

the average number of second between events per session per day. Hence, the average time 

between events is calculated for each session then averaged across the sessions in that day.  

This study considers behaviour across several games; therefore, the measurements of the 

features must be normalised by the values of all players of that game. Similarly, many of the 

features measure values aggregated to date, e.g. the number of events to date. These values are 

normalised by all players on the same day since install. Therefore, an example measurement 

for a player of Game X on Day 5 would be normalised by all players of Game X on 5 days 

since install. The method of normalisation used is: 

)(

)(

i

i

XSTDDEV

XMEANX
XNormalised


 ,  

(14) 

which ensures that values are distributed with a mean of 0 and standard deviation of 1. Many 

of the features are logarithmically scaled to reduce the impact of extreme values on the mod-

els.  
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Finally, the number of days since install and the number of subsequent days are measured. 

The number of days since install is used to split data into the 5 datasets required for each mod-

el. For the prediction model, the model attempts to predict the exponential logarithm of this 

value to reduce the effect of instances where the number of subsequent days is very large.  

5.4 Data 

Most instances of player churn occur in the first few days following install. For this reason, 

player behaviour is observed for 30 days following install. Data was extracted from the del-

taDNA database for players who installed between the two-week period between 26/6/17 to 

10/7/17 and observed player activity for 30 days after install.  

Many of the features are measured at day level, however, these involve processing event 

level data. For processing purposes, it is not possible to use large games such as those consid-

ered in Section 4.1. Instead, games with a smaller player base are required. Therefore, 10 

games were selected which have at least 100 daily installs and 1000 daily active users, hence, 

these games are approximately a tenth of the size of player base as the games studied in Sec-

tion 4.1. The names of these games will not be provided to ensure anonymity. 

The data was cleaned to remove any days which gave no insight into player behaviour or 

incorrect values. When an application is opened this sends events to the database, therefore, if 

an application is open then closed immediately this registers a player day. For this reason, any 

day which has less than 1 second of playtime was removed from the dataset. Similarly, events 

which occurred on dates outside the sample period were removed. For some applications, play 

time is measured as the amount of time an application is open. Therefore, daily play time 

measurements which were greater than 4 hours were altered to 4 hours to remove any extreme 

values caused by an application running in the background of a phone.  

5.5 Results 

5.5.1 Decision Tree 

A decision tree technique was used to classify which players days are churn days. Table 3: De-

cision tree results for a game agnostic model. displays the results of the performance measures 

for each of the 6 models tested using their respective test datasets. The measure of accuracy is 

high for all models; however, it is important to consider the values for precision and recall to 

obtain a better understanding of the results.  

The precision value for all models is greater than 50%, therefore, the number of false posi-

tives is always less than the number of true positives. The measure of recall is much more 
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varied across the models as recall varies between 14% and 99% across the models. When the 

recall is low, the model fails to identify all churn days. The models which perform best are 

based on install day and 16-20 days after install.  

 

 

Table 3: Decision tree results for a game agnostic model. 

Model Day 0 Day 1-2 Day 3-5 Day 6-10 Day 11-15 Day 16-20 

Accuracy 0.681 0.742 0.845 0.877 0.906 0.919 

Precision 0.672 0.516 0.603 0.894 0.585 0.926 

Recall 0.798 0.282 0.203 0.568 0.142 0.992 

 

5.5.2 Huber Loss Regression 

The method of predicting the number of days left to play and assigning a class based on 

whether the number of days is less or greater than a cut-off value enables the flexibility to alter 

this value.  

Several cut-off values were evaluated to determine which has the value has greatest accura-

cy in identifying player churn days. Table 4: Results of the accuracy of the Huber Loss 

regression method in labelling churn days for a game agnostic model based on various cut-off 

values. displays the results of the accuracy measures across all models for different cut-off 

values. As the cut-off value is increased, more instances are classified as churn, hence, the val-

ue of recall increases. 

Table 4: Results of the accuracy of the Huber Loss regression method in labelling churn 

days for a game agnostic model based on various cut-off values. 

Cut-off value of predicted subsequent days 1.5 1.75 2 

Accuracy 0.778 0.768 0.759 

Precision 0.551 0.532 0.518 

Recall 0.697 0.725 0.745 

 

The results in Table 5 display the values of the performance measures for the 6 models 

tested using their respective test datasets. Several cut-off points were considered; however, the 
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selected cut-off value of 1.75 predicted subsequent days had the best performance across all 

models.  

The results show that precision remains steadily around 50% in all models. However, recall 

declines as the models are trained using increasing number of days since install. Hence, other 

than the model based on install day data, the models fail to identify all churn days.  

Table 5: Results of accuracy measures for Huber Loss regression method of identifying 

churn days based on a cut-off value of 1.75. 

Model Day 0 Day 1-2 Day 3-5 Day 6-10 Day 11-15 Day 16-20 

Accuracy 0.551 0.742 0.831 0.874 0.898 0.918 

Precision 0.542 0.486 0.477 0.526 0.491 0.615 

Recall 0.994 0.467 0.324 0.383 0.239 0.06 

 

One of the most important aspects of this method is the ability to alter the cut-off value. A 

cut-off value of 1.75 predicted subsequent days fails to capture all churn days as the number of 

days since install increases. Hence, the flexibility of the cut-off value means that the value can 

be varied for different models. In doing so, the aim is to classify a larger number of days as 

churn days which will ensure greater completeness in identifying true churn days. Recall de-

clines as the number of days since install which are modelled increases, therefore, the cut-off 

value can be increased gradually to increase the recall value. 

Table 6 displays the performance measures for each of the 6 models using different cut-off 

values for the predicted number of subsequent days left. As expected, increasing the cut-off 

value results in higher recall values in most models. In this case, recall of approximately 0.5 is 

achieved in 5 out of 6 models. This means that around 50% of true churn days are identified 

correctly. Almost all models tested with a higher cut-off value experience a decrease in preci-

sion which means there are an increased number of falsely identified churn days.  

 

Table 6:Accuracy measures for Huber Loss regression method of churn modelling using 

varied cut-off values.  

Model Day 0 Day 1-2 Day 3-5 Day 6-10 Day 11-15 Day 16-20 

Cut-off Value 1 2 2.5 3 4 5 

Accuracy 0.666 0.727 0.815 0.838 0.859 0.821 
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Precision 0.638 0.502 0.441 0.426 0.339 0.234 

Recall 0.882 0.488 0.488 0.568 0.563 0.534 

 

5.6 Analysis 

5.6.1 Feature Importance 

One of the most important results which can be gathered by modelling churn based on the 

number of days since install is which features have greatest importance to each model. There-

fore, measures which drive churn can be identified and strategies can be put in place to 

encourage players to play for longer.  

The decision tree model selects nodes based on which has the greatest information gain, 

therefore, nodes at the top of the tree are of the greatest importance in determining the class of 

an instance. For each of the 6 models split by days since install, the up to the three top nodes 

are outlined in Table 7. 

Table 7: Decision tree to classify churn days - top 3 nodes. 

Model Top Three Nodes 

Day 0 Playtime 

Day 1- 2 Average number sessions, Playtime, Proportion of event types 

Day 3-5 Number of events, Activity, Time between events 

Day 6-10 Activity, Number of events, Playtime 

Day 11-15 Number of events, Activity 

Day 16-20 Number of events, Average number sessions, Proportion of event types 

 

The results suggest that on install day the most definitive feature to determine player churn 

is the amount of time spent playing. This can be linked to the results from Section 4.3 which 

determined that the amount of play time on install day had a significant impact on player re-

tention. The significance of this metric suggests that exploration of a game is more important 

than actual play on install day. Game developers could use this to motivate players to fully 

explore the game using signposting and rewards for completing walk throughs of different 

tasks.  
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Across the remaining models, frequency of play is regularly an important feature in deter-

mining player churn. Therefore, encouraging players to play regularly is likely to extend their 

player lifetime. Player management strategies such as implementing daily missions which of-

fer increased rewards will encourage players to develop long term behaviour of playing 

regularly and discourage churn.  

The proportion of event types which occurred is an important feature in the models based 

on days 1 to 2 and days 16 to 20 since install. This suggests that players who explore the dif-

ferent elements of the game are less likely to churn. To encourage this behaviour, players 

could be guided through the various aspects of a game in the first few days following install. 

Similarly, players active on day 16 to 20 after install could be prompted to explore any ele-

ments of the game they have not discovered.  

5.6.2 Comparison of Models 

The results of both the decision tree method and the Huber Loss regression method to identify 

churn days determine that both models consistently achieve high accuracy in the number of 

correctly classified instances. However, the values of precision and recall identify areas where 

the models do not perform well.  

Player lifetimes are short for free-to-play games as many players churn shortly after install. 

Therefore, the datasets used to train models on install day and days 1 to 2 are likely to have 

more instances of player churn than models later in the player lifetime. This may explain the 

reason for good performance of models based on install day data.  

The decision tree classifier approach, resulted in high precision rates and varied recall val-

ues. This means that the models had low number of falsely labelled churn days and classified a 

high number of churn cases as no churn.  

 The trade-off between the number of false churn cases and false no churn cases depends on 

the individual game. For free-to-play games, the risk of sending a prompt or an offer to a play-

er who is not about to churn is less important than identifying those players who are about to 

churn. Therefore, high recall is favourable above high precision.  

One of the main benefits of the Huber Loss regression method is the flexibility to control 

the cut-off value of the predicted number of days left to play. Controlling the cut-off value af-

fects the number of players classified as churn. Therefore, a company which is concerned with 

reducing the number of player falsely identified as churn could set the cut-off value to a low 

value. This is would reduce the number of true churner identified, however, the number of 

false positives could be lowered. However, for a company which is more concerned with iden-
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tifying players who are about to churn than falsely identifying players as about to churn could 

implement a higher cut-off point.  

The results of the Huber Loss regression method enable the cut-off value to be different for 

each model. The results in Section 5.5.2 determine higher recall values can be achieved by 

increasing the cut-off value as the days since install being modelled is increased. Again, the 

ability to alter the cut-off value offers flexibility to control the performance of a model.  

Implementing a churn model using a decision tree offers simple visualisation of the rules of 

the model. This enables understanding of which features have greatest importance to each 

model. To compute feature importance for the Huber Loss regression method, the absolute 

normalised coefficients can be calculated for each model to ensure all features have equal 

scales.  

A Huber Loss regression method to modelling player churn is more complex than a stand-

ard decision tree and would require decisions to be made about the best cut-off value. 

However, the flexibility introduced by using a cut-off value enables control over the precision 

and recall of a model.  
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6 A Game Specific Approach to Churn Modelling 

A client of deltaDNA requested a churn model to model to identify which of their players are 

about to churn. This offered an opportunity to create a game specific churn model. The results 

of the game specific model can be compared against the game agnostic model outlined in 

Chapter 5 for this game.  

Comparing a game specific model against the game agnostic model offers insight into how 

contextual information about a game affects the accuracy of prediction. These results can be 

used to evaluate the whether a game specific model is necessary to identify those players about 

to churn.  

6.1 Details of the Game 

For anonymity, the name of the client and game will not be revealed. Instead, the game will be 

referred to as Game A.  

Game A is a free-to-play mobile game. It is a crossword game which displays an empty 

crossword that players fill by finding words in a set of letters. Game A features many levels 

which increase in difficulty. Players are offered two help functions: shuffles and hints. A shuf-

fle changes the order in which the set of letters are displayed to the user. Hints can be used to 

reveal one letter in an uncompleted word in the crossword.   

The in-game currency used in Game A is coins. Coins are awarded when the user com-

pletes a level, however, they can also be purchased using real currency. A user can also choose 

to watch a video advertisement to earn coins at an increased rate. Coins can be used to pur-

chase the previously mentioned hints.  

6.2 Method 

Following the discussion in Section 5.6, the selected technique to build a churn model for the 

client was the Huber Loss Regression method. This offers the client flexibility to decide the 

optimal cut-off value for their model. The regression model produces a set of model coeffi-

cients which can be easily implemented in a system to identify players about to churn, 

therefore, this model offers a simple implementation. Further, the model is easy to retrain with 

a new dataset if there are significant changes to the game.   

Like the game agnostic model, churn days are identified as those when a player has zero 

subsequent days of play.  
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The objective of this project is to measure how contextual information affects the accuracy 

of prediction. Therefore, the performance of the game agnostic model can be compared against 

the game specific model to measure how contextual information about a game affects perfor-

mance of the models. For Game A, a game specific model will be built using features which 

are specific to the game. This will be compared against the game agnostic approach as out-

lined in Section 5.3.  

Analysis of the sample data collected for Game A determined that over 80% of players 

churned within 10 days from install. Therefore, the period from install to day 10 has the great-

est number of observations of player churn. For this reason, the data is split into 6 datasets: 

each real day 0 to 4 since install and days 5 to 10 since install. Models are trained using 60% 

of these datasets then tested using the remaining 40%.  

6.3 Features 

Four categories were identified to measure player behaviour within Game A: activity, compe-

tency, spending and progression. 

Activity measures how often the player plays the game. The frequency in the number of 

sessions played and the length of sessions are a good measure of player activity. Average daily 

number of sessions tracks the frequency of plays whilst average daily play time tracks the 

length of play.  

Competency measures how good the player is at the game. Player competency is measured 

by the number of shuffles used, the number of coins awarded and the number of invalid words 

entered.  

Spending measures aim to capture how aware players are of in-game currency and the im-

pact this has on their gameplay. Hints are purchased using the in-game currency of coins, 

therefore, measuring the number of hints used is a simple way to measure awareness of the 

items available for purchase. Similarly, as watching video advertisements enable users to earn 

coins at an increased rate, measuring the number of videos watched gives insight into how the 

desire to purchase hints impacts gameplay.   

Lastly, progression measures how quickly the player progresses through the game. The 

main path of progression in Game A is completion of levels (often referred to as missions).  

Like the game agnostic model, many of the features are measured as cumulative values 

(e.g. the total number of hints to date). For this reason, measures which are aggregated to date 

are normalised by all players on the same day since install. All remaining measures are nor-

malised by all players. Features are normalised using the method in Equation 14 to ensure that 

the distribution of each metric is normal, that is they have mean of 0 and standard deviation of 

1. In doing so, all features of the model have an equal scale. Therefore, the magnitude of the 
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coefficient of each feature gives insight into that features importance in determining the num-

ber of subsequent days left to play.   

6.4 Data 

Data was extracted from the deltaDNA database for players who installed between the period 

14/6/17 to 21/6/17 and observed player activity for 28 days after install. The dataset was lim-

ited to all users who installed and remained on the most recent update of the game. This 

removes any influence of the build of the game on the results. Lastly, as noted in Section 5.4, 

measurements of play time can be influenced by an application remaining open while not be-

ing played. For this reason, total play time was limited to a maximum of 4 hours per day.  

6.5 Results 

This section displays the results of the Huber Loss regression approach to modelling player 

churn for Game A. The results for the game specific model and the game agnostic model will 

be discussed.  

6.5.1 Game Specific Model 

Many cut-off values were tested, however, the best results across all models were achieved 

when a cut-off of 1.75 was used. That is, any player predicted to have less than 1.75 subse-

quent active days left of play was classified as churn. The results of the performance measures 

for the game specific model using a cut-off of 1.75 are displayed in Table 8.  

Model accuracy varies between 56% and 70% across the models. The values of precision 

are always less than 0.5. This means that the number of falsely identified churn days is always 

greater than the number of correctly identified churn days. However, the values for recall are 

much greater with values between 0.5 and 0.7. Therefore, the models may falsely identify 

many churners but they also manage to identify more than half of those who will churn.  

Table 8: Performance measure results for the game specific churn models using Game A 

data.  

Model Day 0 Day 1 Day 2 Day 3 Day 4 Day 5-10 

Accuracy 0.7023 0.6672 0.6092 0.5758 0.5558 0.6438 

Precision 0.4659 0.3551 0.3479 0.3581 0.3605 0.4089 

Recall 0.6905 0.5970 0.6168 0.6594 0.7034 0.4983 
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6.5.2 Game Agnostic Model  

Since the aim is compare the performance of the game agnostic model and the game specific 

model, the cut-off value is kept at 1.75 predict days left to play. This means the results of both 

models can be compared. The results of the performance measures for the game agnostic mod-

el using a cut-off of 1.75 are displayed in Table 9Table 8.  

Model accuracy varies between 59% and 68% across the models. Comparison of the results 

against the game specific model shows that the accuracy is higher using the game agnostic 

approach for all models except on day 0.    

Like the game specific approach, the values of precision are always lower than 0.5. Again, 

the precision values for the game agnostic models are slightly better than the game specific 

models except on day 0. The game agnostic model produces similar recall values to the game 

specific model. The day 0 game agnostic model produces the highest recall value of 84.96%. 

However, as the number of days since install increases the number churners the models fail to 

identify increases.  

Table 9: Performance measure results for the game agnostic churn models using Game 

A data. 

Model Day 0 Day 1 Day 2 Day 3 Day 4 Day 5-10 

Accuracy 0.6022 0.6847 0.6387 0.5947 0.5941 0.6528 

Precision 0.4445 0.3604 0.363 0.37 0.3848 0.4373 

Recall 0.8496 0.6479 0.6336 0.6544 0.6739 0.4982 

 

6.6 Analysis 

Comparison of the results of the game agnostic model against the game specific model for 

Game A produce some interesting results. The performance of both models is very similar. In 

both cases, the models have low precision rates and high recall using a 1.75 cut-off value.  

The performance measurements show that the game agnostic approach produces better re-

sults across the models on days 1 to 10 since install for accuracy, precision, and recall. 

However, the game specific approach produces the better model on day 0. In both cases, the 

performance of the models is underwhelming. However, insight into which features are most 

important on each day can be gathered from the regression model coefficients. The client can 

then use these results to implement player management strategies to encourage users to play 

for longer.  
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Comparing the results of the models suggests that the game agnostic approach to churn 

modelling can produce equal, if not better, results than a game specific model. To confirm 

these results, further testing would be required to compare game specific models for a variety 

of games against the game agnostic approach.     
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7 Conclusion 

The final chapter of this study will discuss how the objectives of this project were approached 

and how this could have been carried out more effectively given the knowledge gained 

throughout this study. This section will act as an evaluation of the project overall with some 

direction as to the how this study could be developed further.  

7.1 Summary 

This project considers behavioural predictive modelling from two perspectives: player reten-

tion and player churn. Plotting the curves of actual player retention offered insight into which 

player metrics are the most influential in determining player retention. Furthermore, using a 

truncated period of data to estimate player retention confirmed that the distribution of player 

retention can be modelled by a Stretched Exponential function. The comparison of a single 

model against the average of segmented player models determined that contextual information 

about a player had little impact on prediction of long term player retention.  

The approach to game agnostic churn modelling outlined player behaviours which can be 

measured across any free-to-play game. Secondly, two approaches to churn modelling are con-

sidered and compared. The results of performance measures outlined that there is flexibility to 

improve the accuracy of a Huber Loss regression approach to churn modelling. Lastly, produc-

ing game specific churn model for a client provided a case study to evaluate the performance 

of the game agnostic churn model. Results show that both models have comparable perfor-

mance which suggests that contextual information about a game does not necessarily produce 

better performance in churn modelling.  

7.2 Evaluation 

The project was successful in achieving the objectives. At the beginning of the project, a sig-

nificant amount of research was required to understand the current approaches to predictive 

behavioural modelling and the areas of research which are beneficial to deltaDNA. Similarly, a 

considerable amount of time was spent learning new technologies such as Python’s Pandas 

and Scikit-learn and deltaDNA database structure.  

There were two main aims to this research. Firstly, to understand how contextual infor-

mation about a player and their behaviour influences the accuracy of estimation of player 

retention. Secondly, to measure how contextual information about a game impacts the perfor-

mance of predictive churn modelling. This study involved several objectives such as 

identifying patterns between player metrics and retention values and feature creation for game 



- 44 - 

agnostic and game specific churn models. Similarly, the project proposed challenges in deter-

mining efficient methods of accessing, handling, and analysing extremely large datasets of 

event level game data.  

The project met the outlined objectives by carrying out research into the previous studies of 

predictive behaviour modelling in the games industry, approaching behavioural modelling for 

both player retention and churn, and combining classification and regression approaches to 

build a churn model which could classify churners in any free-to-play game.  

The approach to estimating retention for cohorts of players based on their player metrics 

was selected at the beginning of the project. The limitation of this approach was that including 

more detailed information and other metrics could create a very large number of player seg-

ments, hence, it was difficult to extend the research in this area. On reflection, a different 

approach such as survival analysis would have been considered.  

The method of nonlinear least squares chosen to estimate player retention was simple to 

implement and produced reasonable results. Due to the time constraints of the project, further 

methods of estimation of the parameters were not considered. However, given more time, a 

method such as maximum likelihood estimation could be considered.  

As discussed throughout this project, research in the game industry typically considers the 

data of a single game. Hence, this study adds to the small number of papers which model play-

er behaviour across many games. This paper is one of few which approach modelling player 

churn in a game agnostic manner. Lastly, to the best of our knowledge, this is the first piece of 

research which compares the performance of a game agnostic churn model against a game 

specific churn model.  

7.3 Future Work 

Although the research was successful in meeting the objectives, there are many areas in which 

further research and development would be necessary. The following paragraphs outline areas 

in which future research could be carried out. 

Future research might consider using survival analysis to predict the parameters of the re-

tention curve. Survival analysis involves censoring data much like assigning a class and 

estimating the optimal parameters of the function using maximum likelihood estimators. Ap-

proaching retention prediction in this way would enable inclusion of more player metrics and 

granular detail of the metrics.  

The game agnostic features of the churn model were selected based on those used in other 

literature and the available data in the deltaDNA database. Ideally, many features would be 
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created then feature selection could be used to identify those which provide are of greatest in-

formation. Hence, future work in this area might consider feature creation on a wider scale.  

Churn modelling enables the identification of which features are of most importance in 

driving churn. Player campaign strategies can be developed to encourage extension of player 

lifetime. To test the whether these player campaign strategies are successful, A/B testing can 

be used. In games, A/B testing involves splitting a cohort of players into two, one split of 

players will be shown a campaign and the other is not. This method can be used to evaluate the 

performance of a campaign in extending player lifetime. Whilst this is outside the scope of this 

study, it would provide insight into how the results of predictive churn modelling can be im-

plemented.  

Finally, as the number of mobile game players increases the availability to understand 

player behaviour becomes increasingly important. The amount of behavioural player data is 

fast expanding, however, the lack of data sharing in the games industry means research is re-

stricted to modelling single games. In the future, I hope that data sharing becomes increasingly 

popular in the games industry in doing a greater understanding of player behaviour is reached.  
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